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Apache Libcloud is a Python library which hides differences between different cloud provider APIs and allows you to
manage different cloud resources through a unified and easy to use API.

Resource you can manage with Libcloud are divided in the following categories:
* Cloud Servers and Block Storage - services such as Amazon EC2 and Rackspace CloudServers
* Cloud Object Storage and CDN - services such as Amazon S3 and Rackspace CloudFiles
* Load Balancers as a Service - services such as Amazon Elastic Load Balancer and GoGrid LoadBalancers
* DNS as a Service - services such as Amazon Route 53 and Zerigo
* Container Services - container virtualization like Docker and Rkt as well as container based services

* Backup as a Service - services such as Amazon EBS and OpenStack Freezer
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Fig. 1: A subset of supported providers in Libcloud.
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CHAPTER 1

Documentation

1.1 Main

1.1.1 Getting Started

Installation (stable version)

Libcloud is available on PyPi. You can install latest stable version using pip:

pip install apache-libcloud

Installation (development version)

You can install latest development version from our Git repository:

pip install -e git+https://git-wip-us.apache.org/repos/asf/libcloud.git@trunk
—#egg=apache-libcloud

Upgrading

If you used pip to install the library you can also use it to upgrade it:

pip install —--upgrade apache-libcloud

Using it
This section describes a standard work-flow which you follow when working with any of the Libcloud drivers.

1. Obtain reference to the provider driver
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from pprint import pprint
import libcloud

cls = libcloud.get_driver (libcloud.DriverType.COMPUTE, libcloud.DriverType.COMPUTE.
—RACKSPACE)

2. Instantiate the driver with your provider credentials

driver = cls('my username', 'my api key')

Keep in mind that some drivers take additional arguments such as region and api_version.

For more information on which arguments you can pass to your provider driver, see provider-specific documentation
and the driver docstrings.

3. Start using the driver

pprint (driver.list_sizes())
pprint (driver.list_nodes())

4. Putting it all together

from pprint import pprint
import libcloud

cls = libcloud.get_driver (libcloud.DriverType.COMPUTE, libcloud.DriverType.COMPUTE.
—RACKSPACE)

driver = cls('my username', 'my api key')

pprint (driver.list_sizes())
pprint (driver.list_nodes())

You can find more examples with common patterns which can help you get started on the Compute Examples page.

Where to go from here?

The best thing to do after understanding the basic driver work-flow is to visit the documentation chapter for the API
you are interested in (Compute, Object Storage, Load Balancer, DNS). Chapter for each API explains some basic
terminology and things you need to know to make an effective use of that APIL.

After you have a good grasp of those basic concepts, you are encouraged to check the driver specific documentation
(if available) and usage examples. If the driver specific documentation for the provider you are interested in is not
available yet, you are encouraged to check docstrings for that driver.

1.1.2 Supported Providers

This pages lists supported providers and methods for all the APIs.

4 Chapter 1. Documentation
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Compute

Provider Matrix

Provider Documentation | Provider Constant Supported Regions
Abiquo ABIQUO single region driver
Aliyun ECS Click ALIYUN_ECS single region driver
PCextreme AuroraCompute Click AURORACOMPUTE single region driver
Azure Virtual machines Click AZURE single region driver
Azure Virtual machines Click AZURE_ARM single region driver
Bluebox Blocks BLUEBOX single region driver
Brightbox BRIGHTBOX single region driver
BSNL Click BSNL single region driver
Cloudscale Click CLOUDSCALE single region driver
CloudSigma (API v2.0) Click CLOUDSIGMA single region driver
CloudStack Click CLOUDSTACK single region driver
Cloudwatt Click CLOUDWATT single region driver
DigitalOcean Click DIGITAL_OCEAN single region driver
DimensionData Click DIMENSIONDATA single region driver
Amazon EC2 Click EC2 ap-northeast-1, ap-northeast-2, ap-south-
Enomaly Elastic Computing Platform ECP single region driver
ElasticHosts ELASTICHOSTS single region driver
Eucalyptus EUCALYPTUS single region driver
Exoscale Click EXOSCALE single region driver
Gandi Click GANDI single region driver
Google Compute Engine Click GCE single region driver
GoGrid GOGRID single region driver
HostVirtual HOSTVIRTUAL single region driver
Ikoula Click IKOULA single region driver
Indosat Click INDOSAT single region driver
InternetSolutions Click INTERNETSOLUTIONS single region driver
Joyent JOYENT single region driver
Kili Public Cloud Click KILI single region driver
KTUCloud KTUCLOUD single region driver
Libvirt Click LIBVIRT single region driver
Linode LINODE single region driver
MedOne Click MEDONE single region driver
NephoScale NEPHOSCALE single region driver
Nimbus Click NIMBUS single region driver
NTTAmerica Click NTTA single region driver
OnApp Click ONAPP single region driver
land1 Click ONEANDONE single region driver
OpenNebula (v3.8) OPENNEBULA single region driver
OpenStack Click OPENSTACK single region driver
Outscale INC Click OUTSCALE_INC single region driver
Outscale SAS Click OUTSCALE_SAS single region driver
Ovh Click OVH single region driver
Packet Click PACKET single region driver
ProfitBricks PROFIT_BRICKS single region driver
Rackspace Cloud (Next Gen) Click RACKSPACE single region driver
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http://www.abiquo.com/
https://www.aliyun.com/product/ecs
https://www.pcextreme.com/aurora/compute
http://azure.microsoft.com/en-us/services/virtual-machines/
http://azure.microsoft.com/en-us/services/virtual-machines/
http://bluebox.net
http://www.brightbox.co.uk/
http://www.bsnlcloud.com/
https://www.cloudscale.ch
http://www.cloudsigma.com/
http://cloudstack.org/
https://www.cloudwatt.com/
https://www.digitalocean.com
http://www.dimensiondata.com/
http://aws.amazon.com/ec2/
http://www.enomaly.com/
http://www.elastichosts.com/
http://www.eucalyptus.com/
https://www.exoscale.ch/
http://www.gandi.net/
https://cloud.google.com/
http://www.gogrid.com/
http://www.hostvirtual.com
http://express.ikoula.co.uk/cloudstack
http://www.indosat.com/
http://www.is.co.za/
http://www.joyentcloud.com
http://kili.io/
https://ucloudbiz.olleh.com/
http://libvirt.org/
http://www.linode.com/
http://www.med-1.com/
http://www.nephoscale.com
http://www.nimbusproject.org/
http://www.nttamerica.com/
http://onapp.com/
http://www.1and1.com
http://opennebula.org/
http://openstack.org/
http://www.outscale.com
http://www.outscale.com
https://www.ovh.com/
http://www.packet.net/
http://www.profitbricks.com
http://www.rackspace.com

Apache Libcloud Documentation, Release 0.14.0-dev

Provider Documentation | Provider Constant Supported Regions
Rackspace Cloud (First Gen) RACKSPACE_FIRST_GEN | single region driver
RimuHosting RIMUHOSTING single region driver
ServerLove SERVERLOVE single region driver
skalicloud SKALICLOUD single region driver
SoftLayer SOFTLAYER single region driver
vCloud TERREMARK single region driver
VCL VCL single region driver
vCloud Click VCLOUD single region driver
Voxel VoxCLOUD VOXEL single region driver
vps.net VPSNET single region driver
Vultr Click VULTR single region driver

Supported Methods (Base compute)

Provider list nodes | create node | reboot node | destroy node | listimages | list sizes | d
Abiquo yes yes yes yes yes yes n
Aliyun ECS yes yes yes yes yes yes Ve
PCextreme AuroraCompute yes yes yes yes yes yes V¢
Azure Virtual machines yes yes yes yes yes yes Ve
Azure Virtual machines yes yes yes yes yes yes V¢
Bluebox Blocks yes yes yes yes yes yes V¢
Brightbox yes yes no yes yes yes ne
BSNL yes yes yes yes yes yes ye
Cloudscale yes yes yes yes yes yes ne
CloudSigma (API v2.0) yes yes no yes yes yes ne
CloudStack yes yes yes yes yes yes V¢
Cloudwatt yes yes yes yes yes yes ¢
DigitalOcean yes yes yes yes yes yes ne
DimensionData yes yes yes yes yes yes 6
Amazon EC2 yes yes yes yes yes yes V¢
Enomaly Elastic Computing Platform | yes yes yes yes yes yes n
ElasticHosts yes yes yes yes yes yes V¢
Eucalyptus yes yes yes yes yes yes Ve
Exoscale yes yes yes yes yes yes ye
Gandi yes yes yes yes yes yes n
Google Compute Engine yes yes yes yes yes yes n
GoGrid yes yes yes yes yes yes V¢
HostVirtual yes yes yes yes yes yes Ve
Ikoula yes yes yes yes yes yes V¢
Indosat yes yes yes yes yes yes ye
InternetSolutions yes yes yes yes yes yes V¢
Joyent yes yes yes yes yes yes ye
Kili Public Cloud yes yes yes yes yes yes V¢
KTUCloud yes yes yes yes yes yes V¢
Libvirt yes no yes yes no no ne
Linode yes yes yes yes yes yes ¢
MedOne yes yes yes yes yes yes V¢
NephoScale yes yes yes yes yes yes 6

Continued or
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http://www.rackspace.com
http://rimuhosting.com/
http://www.serverlove.com/
http://www.skalicloud.com/
http://www.softlayer.com/
http://www.vmware.com/products/vcloud/
http://incubator.apache.org/vcl/
http://www.vmware.com/products/vcloud/
http://www.voxel.net/
http://vps.net/
https://www.vultr.com
http://www.abiquo.com/
https://www.aliyun.com/product/ecs
https://www.pcextreme.com/aurora/compute
http://azure.microsoft.com/en-us/services/virtual-machines/
http://azure.microsoft.com/en-us/services/virtual-machines/
http://bluebox.net
http://www.brightbox.co.uk/
http://www.bsnlcloud.com/
https://www.cloudscale.ch
http://www.cloudsigma.com/
http://cloudstack.org/
https://www.cloudwatt.com/
https://www.digitalocean.com
http://www.dimensiondata.com/
http://aws.amazon.com/ec2/
http://www.enomaly.com/
http://www.elastichosts.com/
http://www.eucalyptus.com/
https://www.exoscale.ch/
http://www.gandi.net/
https://cloud.google.com/
http://www.gogrid.com/
http://www.hostvirtual.com
http://express.ikoula.co.uk/cloudstack
http://www.indosat.com/
http://www.is.co.za/
http://www.joyentcloud.com
http://kili.io/
https://ucloudbiz.olleh.com/
http://libvirt.org/
http://www.linode.com/
http://www.med-1.com/
http://www.nephoscale.com
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Table 1.2 — continued from previous page

Provider list nodes | create node | reboot node | destroy node | listimages | list sizes | d
Nimbus yes yes yes yes yes yes V¢
NTTAmerica yes yes yes yes yes yes ye
OnApp yes yes no yes yes no n
land1 yes yes yes yes yes yes n
OpenNebula (v3.8) yes yes yes yes yes yes ne
OpenStack yes no yes yes yes yes g
Outscale INC yes yes yes yes yes yes V¢
Outscale SAS yes yes yes yes yes yes ¢
Ovh yes yes no yes yes yes V¢
Packet yes yes yes yes yes yes il
ProfitBricks yes yes yes yes yes yes n
Rackspace Cloud (Next Gen) yes yes yes yes yes yes Ve
Rackspace Cloud (First Gen) yes yes yes yes yes yes V¢
RimuHosting yes yes yes yes yes yes Ve
ServerLove yes yes yes yes yes yes Ve
skalicloud yes yes yes yes yes yes V¢
SoftLayer yes yes yes yes yes yes Ve
vCloud yes yes yes yes yes yes V¢
VCL yes yes no yes yes yes ng
vCloud yes yes yes yes yes yes V¢
Voxel VoxCLOUD yes yes yes yes yes yes n
vps.net yes yes yes yes yes yes e
Vultr yes yes yes yes yes yes e
Supported Methods (Block Storage)
Provider list volumes | create volume | destroy volume | attach volume | detach volume | |
Abiquo no no no no no ]
Aliyun ECS yes yes yes yes yes )
PCextreme AuroraCompute yes yes yes yes yes ]
Azure Virtual machines yes yes yes yes yes ]
Azure Virtual machines yes yes yes yes yes )
Bluebox Blocks no no no no no ]
Brightbox no no no no no ]
BSNL no no no no no )
Cloudscale no no no no no ]
CloudSigma (API v2.0) no no no no no ]
CloudStack yes yes yes yes yes 1
Cloudwatt yes yes yes yes yes )
DigitalOcean yes yes yes yes yes )
DimensionData no no no no no )
Amazon EC2 yes yes yes yes yes j
Enomaly Elastic Computing Platform | no no no no no )
ElasticHosts no no no no no )
Eucalyptus yes yes yes yes yes )
Exoscale yes yes yes yes yes 1
Gandi yes yes yes yes yes ]
Google Compute Engine yes yes yes yes yes )
1.1. Main 7


http://www.nimbusproject.org/
http://www.nttamerica.com/
http://onapp.com/
http://www.1and1.com
http://opennebula.org/
http://openstack.org/
http://www.outscale.com
http://www.outscale.com
https://www.ovh.com/
http://www.packet.net/
http://www.profitbricks.com
http://www.rackspace.com
http://www.rackspace.com
http://rimuhosting.com/
http://www.serverlove.com/
http://www.skalicloud.com/
http://www.softlayer.com/
http://www.vmware.com/products/vcloud/
http://incubator.apache.org/vcl/
http://www.vmware.com/products/vcloud/
http://www.voxel.net/
http://vps.net/
https://www.vultr.com
http://www.abiquo.com/
https://www.aliyun.com/product/ecs
https://www.pcextreme.com/aurora/compute
http://azure.microsoft.com/en-us/services/virtual-machines/
http://azure.microsoft.com/en-us/services/virtual-machines/
http://bluebox.net
http://www.brightbox.co.uk/
http://www.bsnlcloud.com/
https://www.cloudscale.ch
http://www.cloudsigma.com/
http://cloudstack.org/
https://www.cloudwatt.com/
https://www.digitalocean.com
http://www.dimensiondata.com/
http://aws.amazon.com/ec2/
http://www.enomaly.com/
http://www.elastichosts.com/
http://www.eucalyptus.com/
https://www.exoscale.ch/
http://www.gandi.net/
https://cloud.google.com/
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Table 1.3 — continued from previous page

Provider list volumes | create volume | destroy volume | attach volume | detach volume | |
GoGrid no no no no no )
HostVirtual no no no no no 1
Ikoula yes yes yes yes yes )
Indosat no no no no no 1
InternetSolutions no no no no no ]
Joyent no no no no no )
Kili Public Cloud yes yes yes yes yes )
KTUCloud yes yes yes yes yes ]
Libvirt no no no no no 1
Linode no no yes no no ]
MedOne no no no no no ]
NephoScale no no no no no )
Nimbus yes yes yes yes yes )
NTTAmerica no no no no no )
OnApp no no no no no 1
land1 no no no no no )
OpenNebula (v3.8) yes yes yes yes yes 1
OpenStack yes yes yes yes yes )
Outscale INC yes yes yes yes yes j
Outscale SAS yes yes yes yes yes )
Ovh yes yes yes yes yes j
Packet no no no no no )
ProfitBricks yes yes yes yes yes ]
Rackspace Cloud (Next Gen) yes yes yes yes yes )
Rackspace Cloud (First Gen) yes yes yes yes yes ]
RimuHosting no no no no no 1
ServerLove no no no no no )
skalicloud no no no no no 1
SoftLayer no no no no no ]
vCloud no no no no no ]
VCL no no no no no )
vCloud no no no no no ]
Voxel VoxCLOUD no no no no no )
vps.net no no no no no 1
Vultr no no no no no 1
Supported Methods (Key pair management)

Provider list key pairs | get key pair | create key pair | import public key from string | impor
Abiquo no no no no no

Aliyun ECS no no no no no

PCextreme AuroraCompute yes yes yes yes no

Azure Virtual machines no no no no no

Azure Virtual machines no no no no no

Bluebox Blocks no no no no no

Brightbox no no no no no

BSNL no no no no no

Cloudscale no no no no no

8 Chapter 1. Documentation


http://www.gogrid.com/
http://www.hostvirtual.com
http://express.ikoula.co.uk/cloudstack
http://www.indosat.com/
http://www.is.co.za/
http://www.joyentcloud.com
http://kili.io/
https://ucloudbiz.olleh.com/
http://libvirt.org/
http://www.linode.com/
http://www.med-1.com/
http://www.nephoscale.com
http://www.nimbusproject.org/
http://www.nttamerica.com/
http://onapp.com/
http://www.1and1.com
http://opennebula.org/
http://openstack.org/
http://www.outscale.com
http://www.outscale.com
https://www.ovh.com/
http://www.packet.net/
http://www.profitbricks.com
http://www.rackspace.com
http://www.rackspace.com
http://rimuhosting.com/
http://www.serverlove.com/
http://www.skalicloud.com/
http://www.softlayer.com/
http://www.vmware.com/products/vcloud/
http://incubator.apache.org/vcl/
http://www.vmware.com/products/vcloud/
http://www.voxel.net/
http://vps.net/
https://www.vultr.com
http://www.abiquo.com/
https://www.aliyun.com/product/ecs
https://www.pcextreme.com/aurora/compute
http://azure.microsoft.com/en-us/services/virtual-machines/
http://azure.microsoft.com/en-us/services/virtual-machines/
http://bluebox.net
http://www.brightbox.co.uk/
http://www.bsnlcloud.com/
https://www.cloudscale.ch
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Table 1.4 — continued from previous page

Provider list key pairs | get key pair | create key pair | import public key from string | impor
CloudSigma (API v2.0) no no no no no
CloudStack yes yes yes yes no
Cloudwatt yes yes yes yes no
DigitalOcean yes yes yes no no
DimensionData no no no no no
Amazon EC2 yes yes yes yes no
Enomaly Elastic Computing Platform | no no no no no
ElasticHosts no no no no no
Eucalyptus yes yes yes yes no
Exoscale yes yes yes yes no
Gandi yes yes no yes no
Google Compute Engine no no no no no
GoGrid no no no no no
HostVirtual no no no no no
Ikoula yes yes yes yes no
Indosat no no no no no
InternetSolutions no no no no no
Joyent no no no no no
Kili Public Cloud yes yes yes yes no
KTUCloud yes yes yes yes no
Libvirt no no no no no
Linode no no no no no
MedOne no no no no no
NephoScale no no no no no
Nimbus yes yes yes yes no
NTTAmerica no no no no no
OnApp yes yes no yes no
landl no no no no no
OpenNebula (v3.8) no no no no no
OpenStack no no no no no
Outscale INC yes yes yes yes no
Outscale SAS yes yes yes yes no
Ovh yes yes no yes no
Packet yes no yes no no
ProfitBricks no no no no no
Rackspace Cloud (Next Gen) yes yes yes yes no
Rackspace Cloud (First Gen) no no no no no
RimuHosting no no no no no
ServerLove no no no no no
skalicloud no no no no no
SoftLayer yes yes yes yes no
vCloud no no no no no
VCL no no no no no
vCloud no no no no no
Voxel VoxCLOUD no no no no no
vps.net no no no no no
Vultr yes no yes no no

1.1. Main


http://www.cloudsigma.com/
http://cloudstack.org/
https://www.cloudwatt.com/
https://www.digitalocean.com
http://www.dimensiondata.com/
http://aws.amazon.com/ec2/
http://www.enomaly.com/
http://www.elastichosts.com/
http://www.eucalyptus.com/
https://www.exoscale.ch/
http://www.gandi.net/
https://cloud.google.com/
http://www.gogrid.com/
http://www.hostvirtual.com
http://express.ikoula.co.uk/cloudstack
http://www.indosat.com/
http://www.is.co.za/
http://www.joyentcloud.com
http://kili.io/
https://ucloudbiz.olleh.com/
http://libvirt.org/
http://www.linode.com/
http://www.med-1.com/
http://www.nephoscale.com
http://www.nimbusproject.org/
http://www.nttamerica.com/
http://onapp.com/
http://www.1and1.com
http://opennebula.org/
http://openstack.org/
http://www.outscale.com
http://www.outscale.com
https://www.ovh.com/
http://www.packet.net/
http://www.profitbricks.com
http://www.rackspace.com
http://www.rackspace.com
http://rimuhosting.com/
http://www.serverlove.com/
http://www.skalicloud.com/
http://www.softlayer.com/
http://www.vmware.com/products/vcloud/
http://incubator.apache.org/vcl/
http://www.vmware.com/products/vcloud/
http://www.voxel.net/
http://vps.net/
https://www.vultr.com
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Load Balancer

Provider Matrix

Provider Docu- Provider | Supported Module Class Name
menta- | Constant | Regions
tion
Amazon Ap- ALB single region | libcloud. ApplicationlBDriver
plication Load driver loadbalancer.drivers.
Balancing alb
Aliyun Server Load ALIYUN_SIskhgle region | libcloud. SLBDriver
Balancer driver loadbalancer.drivers.
slb
Brightbox BRIGHT- | single region | 1ibcloud. BrightboxLBDPriver
BOX driver loadbalancer.drivers.
brightbox
CloudStack CLOUD- | single region | libcloud. CloudStackLBDriver
STACK driver loadbalancer.drivers.
cloudstack
Dimension  Data | Click DIMEN- | single region | libcloud. DimensionDatalLBDriver
Load Balancer SION- driver loadbalancer.drivers.
DATA dimensiondata
Amazon Elastic | Click ELB single region | libcloud. ElasticLBDriver
Load Balancing driver loadbalancer.drivers.
elb
Google Com- | Click GCE single region | 1ibcloud. GCELBDriver
pute Engine Load driver loadbalancer.drivers.
Balancer gce
GoGrid LB GOGRID | single region | libcloud. GoGridLBDriver
driver loadbalancer.drivers.
gogrid
Ninefold LB NINE- single region | libcloud. NinefoldLBDriver
FOLD driver loadbalancer.drivers.
ninefold
Rackspace LB RACKSPACHfw, hkg, | 1ibcloud. RackspacelBDriver
iad, lon, ord, | loadbalancer.drivers.
syd rackspace
Softlayer Load Bal- SOFT- single region | libcloud. SoftlayerLBDriver
ancing LAYER driver loadbalancer.drivers.
softlayer
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http://aws.amazon.com/elasticloadbalancing/
http://aws.amazon.com/elasticloadbalancing/
http://aws.amazon.com/elasticloadbalancing/
https://www.aliyun.com/product/slb
https://www.aliyun.com/product/slb
http://www.brightbox.co.uk/
http://cloudstack.org/
https://cloud.dimensiondata.com/
https://cloud.dimensiondata.com/
http://aws.amazon.com/elasticloadbalancing/
http://aws.amazon.com/elasticloadbalancing/
https://cloud.google.com/
https://cloud.google.com/
https://cloud.google.com/
http://www.gogrid.com/
http://ninefold.com/
http://www.rackspace.com/
http://www.softlayer.com/
http://www.softlayer.com/
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Supported Methods

Provider create list bal- | list attach detach attach com-
balancer ancers mem- member member pute node
bers
Amazon Application Load | no yes yes no no no
Balancing
Aliyun Server Load Bal- | yes yes yes yes yes yes
ancer
Brightbox yes yes yes yes yes yes
CloudStack yes yes yes yes yes no
Dimension Data Load Bal- | yes yes yes yes yes no
ancer
Amazon Elastic Load Bal- | yes yes yes no yes yes
ancing
Google Compute Engine | yes yes yes yes yes yes
Load Balancer
GoGrid LB yes yes yes yes yes no
Ninefold LB yes yes yes yes yes no
Rackspace LB yes yes yes yes yes no
Softlayer Load Balancing | no yes yes yes yes no
Object Storage
Provider Matrix
Provider Documentation | Provider Constant Supported Regions Module
Aliyun OSS ALIYUN_OSS single region driver libcloud. stors
PCextreme AuroraObjects Click AURORAOBIJECTS single region driver libcloud.stors
Microsoft Azure (blobs) Click AZURE_BLOBS single region driver libcloud. stors
Backblaze B2 Click BACKBLAZE_B2 single region driver libcloud.stors
CloudFiles CLOUDFILES dfw, hkg, iad, lon, ord, syd | libcloud.stora
DigitalOcean Spaces Click DIGITALOCEAN_SPACES | single region driver libcloud.stors
Google Cloud Storage Click GOOGLE_STORAGE single region driver libcloud. stors
KTUCloud Storage KTUCLOUD dfw, hkg, iad, lon, ord, syd | 1ibcloud.stors
Local Storage LOCAL single region driver libcloud. stors
Nimbus.io NIMBUS single region driver libcloud.stors
Ninefold NINEFOLD single region driver libcloud.stors
OpenStack Swift Click OPENSTACK_SWIFT dfw, hkg, iad, lon, ord, syd | 1ibcloud.stora
Amazon S3 (us-east-1) Click S3 single region driver libcloud.stors
Amazon S3 (ap-northeast-1) S3_AP_NORTHEAST single region driver libcloud. stors
Amazon S3 (ap-northeast-1) S3_AP_NORTHEASTI single region driver libcloud.stors
Amazon S3 (ap-northeast-2) S3_AP_NORTHEAST?2 single region driver libcloud.stors
Amazon S3 (ap-south-1) S3_AP_SOUTH single region driver libcloud.stors
Amazon S3 (ap-southeast-1) S3_AP_SOUTHEAST single region driver libcloud.stors
Amazon S3 (ap-southeast-2) S3_AP_SOUTHEAST?2 single region driver libcloud.stors
Amazon S3 (ca-central-1) S3_CA_CENTRAL single region driver libcloud.stora
Amazon S3 (cn-north-1) S3_CN_NORTH single region driver libcloud.stors
Amazon S3 (eu-central-1) S3_EU_CENTRAL single region driver libcloud.stora
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Table 1.5 — continued from previous pe

Provider

Documentation

Provider Constant

Supported Regions

Module

Amazon S3 (eu-west-1) S3_EU_WEST single region driver libcloud. stors
Amazon S3 (eu-west-2) S3_EU_WEST2 single region driver libcloud.stors
Ceph RGW S3_RGW single region driver libcloud. stors
RGW Outscale S3_RGW_OUTSCALE single region driver libcloud.stors
Amazon S3 (sa-east-1) S3 _SA_EAST single region driver libcloud.stora
Amazon S3 (us-east-2) S3_US_EAST2 single region driver libcloud.stors
Amazon S3 (us-gov-west-1) S3_US_GOV_WEST single region driver libcloud.stora
Amazon S3 (us-west-1) S3_US_WEST single region driver libcloud.stors

Amazon S3 (us-west-2)

S3_US_WEST_OREGON

single region driver

libcloud.stora

Supported Methods (Main)

Provider list containers | list objects | create container | delete container | upload object | streamir
Aliyun OSS yes yes yes yes yes yes
PCextreme AuroraObjects yes yes yes yes yes yes
Microsoft Azure (blobs) yes yes yes yes yes yes
Backblaze B2 yes yes yes yes yes yes
CloudFiles yes yes yes yes yes yes
DigitalOcean Spaces yes yes yes yes yes yes
Google Cloud Storage yes yes yes yes yes yes
KTUCIoud Storage yes yes yes yes yes yes
Local Storage yes yes yes yes yes yes
Nimbus.io yes no yes no no no
Ninefold yes yes yes yes yes yes
OpenStack Swift yes yes yes yes yes yes
Amazon S3 (us-east-1) yes yes yes yes yes yes
Amazon S3 (ap-northeast-1) | yes yes yes yes yes yes
Amazon S3 (ap-northeast-1) | yes yes yes yes yes yes
Amazon S3 (ap-northeast-2) | yes yes yes yes yes yes
Amazon S3 (ap-south-1) yes yes yes yes yes yes
Amazon S3 (ap-southeast-1) | yes yes yes yes yes yes
Amazon S3 (ap-southeast-2) | yes yes yes yes yes yes
Amazon S3 (ca-central-1) yes yes yes yes yes yes
Amazon S3 (cn-north-1) yes yes yes yes yes yes
Amazon S3 (eu-central-1) yes yes yes yes yes yes
Amazon S3 (eu-west-1) yes yes yes yes yes yes
Amazon S3 (eu-west-2) yes yes yes yes yes yes
Ceph RGW yes yes yes yes yes yes
RGW Outscale yes yes yes yes yes yes
Amazon S3 (sa-east-1) yes yes yes yes yes yes
Amazon S3 (us-east-2) yes yes yes yes yes yes
Amazon S3 (us-gov-west-1) | yes yes yes yes yes yes
Amazon S3 (us-west-1) yes yes yes yes yes yes
Amazon S3 (us-west-2) yes yes yes yes yes yes

Supported Methods (CDN)
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Provider enable container cdn | enable object cdn | get container cdn URL | get object cdn URL
Aliyun OSS no no no no
PCextreme AuroraObjects yes yes yes yes
Microsoft Azure (blobs) no no no no
Backblaze B2 no no no no
CloudFiles yes no yes yes
Google Cloud Storage no no no no
KTUCloud Storage yes no yes yes
Local Storage yes yes yes yes
Nimbus.io no no no no
Ninefold no yes no yes
OpenStack Swift yes no yes yes
Amazon S3 (us-east-1) no no no no
Amazon S3 (ap-northeast-1) | no no no no
Amazon S3 (ap-northeast-1) | no no no no
Amazon S3 (ap-northeast-2) | no no no no
Amazon S3 (ap-south-1) no no no no
Amazon S3 (ap-southeast-1) | no no no no
Amazon S3 (ap-southeast-2) | no no no no
Amazon S3 (ca-central-1) no no no no
Amazon S3 (cn-north-1) no no no no
Amazon S3 (eu-central-1) no no no no
Amazon S3 (eu-west-1) no no no no
Amazon S3 (eu-west-2) no no no no
Ceph RGW no no no no
RGW Outscale no no no no
Amazon S3 (sa-east-1) no no no no
Amazon S3 (us-cast-2) no no no no
Amazon S3 (us-gov-west-1) | no no no no
Amazon S3 (us-west-1) no no no no
Amazon S3 (us-west-2) no no no no

1.1. Main
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Container

Provider Matrix

Provider Docu- Provider | Sup- Module Class Name
menta- Constant | ported
tion Regions
Docker Click DOCKER | single libcloud.container. DockerContainerDriver
region drivers.docker
driver
Amazon Elastic | Click ECS single libcloud.container. ElasticContainerDriver
Container Service region drivers.ecs
driver
Google Container | Click GKE single libcloud.container. GKEContainerDriver
Engine region drivers.gke
driver
Joyent Triton Click JOYENT | single libcloud.container. JoyentContainerDriver
region drivers. joyent
driver
Kubernetes Click KUBER- single libcloud.container. KubernetesContainerDriver
NETES region drivers.kubernetes
driver
Rancher Click RANCHER]| single libcloud.container. RancherContainerDriver
region drivers.rancher
driver
Supported Methods
Provider in- list | de- get | start | stop | restart de- list list | cre- | de- list
stall | im- | ploy | con-| con- | con- | con- | stroy | con- | lo- | ate | stroy | clus-
im- | ageg con- | tainer tainer| tainer| tainer | con- | tain- | ca- | clus-| clus- | ters
age tainer tainer | ers | tions| ter ter
Docker yes | yes | yes yes | yes yes yes yes yes no no no no
Amazon no yes | yes yes | yes yes yes yes yes no yes yes yes
Elastic
Container
Service
Google no no | yes yes | no no no yes yes no yes yes yes
Container
Engine
Joyent Tri- | yes | yes | yes yes | yes yes yes yes yes no no no no
ton
Kuber- no no | yes yes | no no no yes yes no yes yes yes
netes
Rancher no no | yes yes | yes yes no yes yes no no no no
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Backup

Provider Matrix

Provider Docu- Provider | Sup- Module Class Name
menta- | Constant | ported
tion Regions
Dimension Data | Click DIMEN- single libcloud. DimensionDataBackupDriver
Backup SION- region backup.drivers.
DATA driver dimensiondata
Amazon EBS EBS single libcloud.backup. EBSBackupDriver
Backup Driver region drivers.ebs
driver
Google  Compute GCE single libcloud.backup. GCEBackupDriver
Engine Backup region drivers.gce
Driver driver
Supported Methods
Providerget | list | cre-| cre- | cre- up- | deletelist | re- | re- list | cre-| re- | sus-| can-
sup- | tar- | ate | ate | ate date| tar- | re- | cover cover| tar- | ate | sume pend cel
ported gets| tar- | tar- | target | tar- | get | cov-| tar- | tar- | get | tar- | tar- | tar- | tar-
tar- get | get | from get ery | get | get | jobs| get | get | get | get
get from| stor- point out job | job | job | job
types node| age of
con- place
tainer
Di- yes yes | yes | yes | no yes | yes | yes | yes | yes yes | yes | yes | yes | yes
men-
sion
Data
Backup
Ama- | yes yes | yes | yes | no yes | yes | yes | yes | yes yes | yes | yes | yes | yes
zon
EBS
Backup
Driver
Google | yes yes | yes | yes | no yes | yes | yes | yes | yes yes | yes | yes | yes | yes
Com-
pute
En-
gine
Backup
Driver
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DNS

Provider Matrix

Provider Docu- Provider Supported Module Class Name
menta- Constant Regions
tion

Auro- Click AURO- single region | libcloud.dns. AuroraDNSDrivefr

raDNS RADNS driver drivers.auroradns

BuddyNS Click BUDDYNS | single region | libcloud.dns. BuddyNSDNSDriver

DNS driver drivers.buddyns

CloudFlare | Click CLOUD- single region | libcloud.dns. CloudFlareDNSDriver

DNS FLARE driver drivers.cloudflare

DigitalO- Click DIGI- single region | libcloud.dns. DigitalOceanDNFDriver

cean TAL_OCEAN driver drivers.digitalocean

DNSimple | Click DNSIMPLE | single region | libcloud.dns. DNSimpleDNSDriyer
driver drivers.dnsimple

DurableDNY§ Click DURABLEDNSingle region | libcloud.dns. DurableDNSDriver
driver drivers.durabledns

Gandi GANDI single region | libcloud.dns. GandiDNSDriver

DNS driver drivers.gandi

GoDaddy Click GODADDY | single region | libcloud.dns. GoDaddyDNSDriver

DNS driver drivers.godaddy

Google GOOGLE single region | libcloud.dns. GoogleDNSDrivepr

DNS driver drivers.google

Host Click HOSTVIR- | single region | 1libcloud.dns. HostVirtualDNSDriver

Virtual TUAL driver drivers.hostvirtual

DNS

Linode LINODE single region | libcloud.dns. LinodeDNSDriver

DNS driver drivers.linode

Liquidweb | Click LIQUID- single region | libcloud.dns. LiquidWebDNSDriver

DNS WEB driver drivers.liquidweb

Luadns Click LUADNS single region | libcloud.dns. LuadnsDNSDrivep
driver drivers.luadns

NFSN Click NFSN single region | libcloud.dns. NFSNDNSDriver

DNS driver drivers.nfsn

NS1 DNS NSONE single region | libcloud.dns. NsOneDNSDriver
driver drivers.nsone

OnApp Click ONAPP single region | libcloud.dns. OnAppDNSDriver
driver drivers.onapp

Point DNS | Click POINTDNS | single region | libcloud.dns. PointDNSDriver
driver drivers.pointdns

Pow- Click POW- single region | libcloud.dns. PowerDNSDriver

erDNS ERDNS driver drivers.powerdns

Rackspace RACKSPACE| uk, us libcloud.dns. RackspaceDNSDrfiver

DNS drivers.rackspace

Route53 ROUTES3 single region | libcloud.dns. Route53DNSDriver

DNS driver drivers.routeb53

Softlayer SOFT- single region | libcloud.dns. SoftLayerDNSDrfiver

DNS LAYER driver drivers.softlayer

Vultr DNS | Click VULTR single region | libcloud.dns. VultrDNSDriver
driver drivers.vultr

World Click WORLD- single region | libcloud.dns. WorldWideDNSDrjiver

Wide DNS WIDEDNS driver drivers.worldwidedns

1AcriMain ZERIGO single region | 1ibcloud.dns. ZerigoDNSDridr

DNS driver drivers.zerigo

Zonomi Click ZONOMI single region | libcloud.dns. ZonomiDNSDrivelr

DNS driver drivers.zonomi
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Supported Methods

Provider list list create update create update delete delete
zones | records | zone zone record record zone record
AuroraDNS | yes yes yes no yes yes yes yes
BuddyNS yes no yes no no no yes no
DNS
CloudFlare yes yes no no yes yes no yes
DNS
DigitalO- yes yes yes no yes yes yes yes
cean
DNSimple yes yes yes no yes yes yes yes
DurableDNS | yes yes yes yes yes yes yes yes
Gandi DNS yes yes yes yes yes yes yes yes
GoDaddy yes yes no no yes yes yes no
DNS
Google DNS | yes yes yes no yes no yes yes
Host Virtual | yes yes yes yes yes yes yes yes
DNS
Linode DNS | yes yes yes yes yes yes yes yes
Liquidweb yes yes yes no yes yes yes yes
DNS
Luadns yes yes yes no yes no yes yes
NFSN DNS | no yes no no yes no no yes
NS1 DNS yes yes yes no yes yes yes yes
OnApp yes yes yes no yes yes yes yes
Point DNS yes yes yes yes yes yes yes yes
PowerDNS yes yes yes no yes yes yes yes
Rackspace yes yes yes yes yes yes yes yes
DNS
Route53 yes yes yes no yes yes yes yes
DNS
Softlayer yes yes yes no yes yes yes yes
DNS
Vultr DNS yes yes yes no yes no yes yes
World Wide | yes yes yes yes yes yes yes yes
DNS
Zerigo DNS | yes yes yes yes yes yes yes yes
Zonomi yes yes yes no yes no yes yes
DNS

1.1.3 Third Party Drivers

Libcloud includes most of the drivers in its core, but some providers and developers for various reasons decide to
release their driver as a separate PyPi package.

This page lists those third party drivers. For documentation and usage examples, please refer to the third party driver
documentation (if available).

Keep in mind that those drivers are not part of the core and such we can’t guarantee the quality of those drivers.
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Compute
Provider PyPi package Source code
StratusLab | stratuslab-libcloud-drivers | StratusLab/libcloud-drivers
Snooze msimonin/snooze-libcloud
DNS
Provider PyPi package Source code

DNSMadeEasy | libcloud-dnsmadeeasy | moses-palmer/libcloud-dnsmadeeasy

1.1.4 Compute
The compute component of 1 ibcloud allows you to manage cloud and virtual servers offered by different providers,
more than 20 in total.

In addition to managing the servers this component also allows you to run deployment scripts on newly created servers.
Deployment or “bootstrap” scripts allow you to execute arbitrary shell commands. This functionality is usually used
to prepare your freshly created server, install your SSH key, and run a configuration management tool (such as Puppet,
Chef, or cfengine) on it.

Besides managing cloud and virtual servers, compute component also allows you to manage cloud block storage (not
to be confused with cloud object storage) for providers which support it. Block storage management lives under
compute API, because it is in most cases tightly coupled with compute resources.

Terminology

Compute

* Node - represents a cloud or virtual server.

* NodeSize - represents node hardware configuration. Usually this is amount of the available RAM, bandwidth,
CPU speed and disk size. Most of the drivers also expose an hourly price (in dollars) for the Node of this size.

* NodeImage - represents an operating system image.
* NodeLocation - represents a physical location where a server can be.

* NodeState - represents a node state. Standard states are: running, rebooting, terminated,
pending, stopped, suspended, paused, erro, unknown.

Key Pair Management

* KeyPair - represents an SSH key pair object.

Block Storage

* StorageVolume - represents a block storage volume

* VolumeSnapshot - represents a point in time snapshot of a StorageVolume
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Supported Providers

For a list of supported providers see supported providers page.

Pricing

For majority of the compute providers Libcloud provides estimated pricing information which tells users how much it
costs per hour to run a Node with a specific NodeSize.

For more information, please see the pricing page.
Deployment

Libcloud provides deployment functionality which makes bootstrapping a server easier. It allows you to create a server
and run shell commands on it once the server has been created.

For more information and examples, please see the deployment page.

SSH key pair management

Compute API also allows you to manage your SSH key pairs.

For more information and examples, please see the key pair management page.

Examples

We have examples of several common patterns.

API Reference

For a full reference of all the classes and methods exposed by the compute API, see this page.

1.1.5 Object Storage

Note: Object Storage API is available in Libcloud 0.5.0 and higher.

Storage API allows you to manage cloud object storage (not to be confused with cloud block storage) and services
such as Amazon S3, Rackspace CloudFiles, Google Storage and others.

Besides managing cloud object storage, storage component also exposes simple CDN management functionality.

Terminology

* Container - represents a container which can contain multiple objects. You can think of it as a folder on a
file system. Difference between container and a folder on file system is that containers cannot be nested. Some
APIs and providers (e.g. AWS) refer to it as a Bucket.

* Object - represents an object or so called BLOB.
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Supported Providers

For a list of supported providers see supported providers page.

Examples

We have examples of several common patterns.

API Reference

For a full reference of all the classes and methods exposed by the storage API, see this page.

1.1.6 Load Balancer

Note: Load Balancer API is available in Libcloud 0.5.0 and higher.

Load Balancer API allows you to manage Load Balancers as a service and services such as Rackspace Cloud Load
Balancers, GoGrid Load Balancers and Ninefold Load Balancers.

Terminology

e LoadBalancer - represents a load balancer instance.
* Member - represents a load balancer member.

e Algorithm - represents a load balancing algorithm (round-robin, random, least connections, etc.).

Supported Providers

For a list of supported providers see supported providers page.

Examples

We have examples of several common patterns.

API Reference

For a full reference of all the classes and methods exposed by the loadbalancer API, see this page.

1.1.7 DNS

Note: DNS API is available in Libcloud 0.6.0 and higher.

DNS API allows you to manage DNS as A Service and services such as Zerigo DNS, Rackspace Cloud DNS and
others.
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Terminology

* Zone - Represents a DNS zone or so called domain.

e Record - Represents a DNS record. Each record belongs to a Zone and has a t ype and data attribute. Value
of the data attribute depends on the record type. Some record types also require user to associate additional
attributes with them. Those additional attributes are stored in the extra attribute (dictionary) on the record
object. An example include MX and SRV record type which also contains a priority.

* RecordType - Represents a DNS record type (A, AAAA, MX, TXT, SRV, PTR, NS, etc.)

* Zone Type - Each zone has a t ype attribute. This attribute represents a zone type. Type can either be master
(also called primary) or slave (also called secondary).

Supported Providers

For a list of supported providers see supported providers page.

Examples

We have examples of several common patterns.

API Reference

For a full reference of all the classes and methods exposed by the DNS API, see this page.

1.1.8 Container

Note: Container API is available in Libcloud 1.0.0-prel and higher.

Note: Container API is currently in an EXPERIMENTAL state.

Container API allows users to install and deploy containers onto container based virtualization platforms. This is
designed to target both on-premise installations of software like Docker as well as interfacing with Cloud Service
Providers that offer Container-as-a-Service APIs.

For a working example of the container driver with cluster support, see the example for Amazon’s Elastic Container
Service:

from libcloud.container.base import ContainerImage
from libcloud.container.types import Provider
from libcloud.container.providers import get_driver

cls = get_driver (Provider.ECS)
conn = cls(access_1id='SDHFISJDIFJSIDEJ',
secret="'THIS_IS)+_MY_ SECRET_KEY+I6TVkv6804H',

region="'ap-southeast-2")

for cluster in conn.list_clusters():
print (cluster.name)
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if cluster.name == 'default':
container = conn.deploy_container
cluster=cluster,
name="'my-simple—-app',
image=ContainerImage (
id=None,
name='"simple—-app',
path='simple-app',
version=None,
driver=conn

For an example of the simple container support, see the Docker example:

from libcloud.container.types import Provider
from libcloud.container.providers import get_driver

cls = get_driver (Provider.DOCKER)

driver = cls(host='https://198.61.239.128", port=4243,
key_file='key.pem', cert_file='cert.pem')

image = driver.install_image('tomcat:8.0")
container = driver.deploy_container ('tomcat', image)
Drivers

Container-as-a-Service providers will implement the ContainerDriver class to provide functionality for :
* Listing deployed containers
* Starting, stopping and restarting containers (where supported)
* Destroying containers
* Creating/deploying containers
* Listing container images
¢ Installing container images (pulling an image from a local copy or remote repository)
Driver base API documentation is found here:

* ContainerDriver - A driver for interfacing to a container provider

Simple Container Support
* ContainerImage - Represents an image that can be deployed, like an application or an operating system
e Container - Represents a deployed container image running on a container host

Cluster Suppport

Cluster support extends on the basic driver functions, but where drivers implement the class-level attribute sup-
ports_clusters as True clusters may be listed, created and destroyed. When containers are deployed, the target cluster
can be specified.
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* ContainerCluster - Represents a deployed container image running on a container host
* ClusterLocation - Represents a location for clusters to be deployed
Bootstrapping Docker with Compute Drivers
The compute and container drivers can be combined using the deployment feature of the compute driver to bootstrap

an installation of a container virtualization provider like Docker. Then using the Container driver, you can connect to
that API and install images and deploy containers.

Supported Providers

For a list of supported providers see supported providers page.

Examples

We have examples of several common patterns.

API Reference

For a full reference of all the classes and methods exposed by the Container API, see this page.

Utility Classes

There are some utility classes for example, a Docker Hub API client for fetching images and iterating through reposi-
tories see this page.

1.1.9 Backup

Note: Backup API is available in Libcloud 1.0.0-prel and higher.

Note: This driver is experimental - please use to test functionality and develop new driver instances, not for produc-
tion use.

Backup API allows you to manage Backup as A Service and services such as EBS Snaps, GCE volume snap and
dimension data backup.

Terminology

* BackupTarget - Represents a backup target, like a Virtual Machine, a folder or a database.

* BackupTargetRecoveryPoint - Represents a copy of the data in the target, a recovery point can be
recovered to a backup target. An inplace restore is where you recover to the same target and an out-of-place
restore is where you recover to another target.

* BackupTargetJob - Represents a backup job running on backup target.
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Supported Providers

For a list of supported providers see supported providers page.

Examples

We have examples of several common patterns.

API Reference

For a full reference of all the classes and methods exposed by the Backup API, see this page.

1.1.10 Troubleshooting

This page contains various tips which can help you troubleshoot and debug code with interfaces with libcloud.

Debugging

Note: If you are sharing debug output on any public medium such as our IRC channel or an issue tracker using
Pastebin, Github Gists or a similar service, make sure to remove your credentials and any other data you consider
private from the output.

Libcloud has a special debug mode which when enabled, logs all the outgoing HTTP requests and all the incoming
HTTP responses. Output also includes cURL commands which can be used to re-produce the requests.

When this mode is enabled and paramiko library is installed (used for deployment), paramiko library log level is set
to DEBUG which helps with debugging the deployment related issues.

To make the debugging easier, Libcloud will also automatically decompress the response body (if compressed) before
logging it.

To enable it, set LIBCLOUD_DEBUG environment variable and make it point to a file where the debug output should
be saved.

If the API returns JSON or XML in the response body which is not human friendly, you can also set
LIBCLOUD_DEBUG_PRETTY_ PRINT_RESPONSE environment variable which will cause the JSON or XML to
be beautified / formated so it’s easier for humans to read it. Keep in mind that this only works for non-chunked
responses.

Example 1 - Logging output to standard error

If you want the output to be logged to the standard error (on Linux) you can set it to /dev/stderr:

LIBCLOUD_DEBUG=/dev/stderr python my_script.py

Example output:

# - begin 4431824872 request —————————-—

curl -i -X GET -H 'Host: s3.amazonaws.com' -H 'X-LC-Request-ID: 4431824872' -H
—'Content-Length: 0' -H 'User-Agent: libcloud/0.6.0-betal (Amazon S3 (standard))'
—'https://s3.amazonaws.com:443/?AWSAccessKeyId=foo&Signature=bar'
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# - begin 4431824872:4431825232 response ——————————
HTTP/1.1 200 OK

X-Amz-Id-2: 1234

Server: AmazonS3

Transfer-Encoding: chunked

X-Amz-Request-Id: FFFFFFFFFF

Date: Tue, 01 Nov 2011 22:29:11 GMT

Content-Type: application/xml

171

<?xml version="1.0" encoding="UTEF-8"7?>

<ListAllMyBucketsResult xmlns="http://s3.amazonaws.com/doc/2006-03-01/"><Owner><ID>
—sada8932dsa8d30i</ID><DisplayName>kami</DisplayName></Owner><Buckets><Bucket><Name>
—test34324323</Name><CreationDate>2011-11-01T22:17:23.000Z</CreationDate></Bucket></
—Buckets></ListAllMyBucketsResult>

Example 2 - Making JSON / XML response human friendly

Non-formatted JSON response:

LIBCLOUD_DERBUG=/dev/stderr python my_script.py

# o begin 23125648:23160304 response ——————————
HITP/1.1 200 OK

Content-Length: 1572

X-Compute-Request-Id: req-79ab42d8-a959-44eb-8dec-bc9458b2f4b3
Server: nginx/1.4.7

Connection: keep-alive

Date: Sat, 06 Sep 2014 14:13:37 GMT

Content-Type: application/json

{"servers": [{"status": "ACTIVE", "updated": "2014-09-06T14:13:322", "hostId":
—"561d56de25c177c422278d7ca5f8b210118348040b12afbad06f278a", "addresses": {"internet-
—routable": [{"OS-EXT-IPS-MAC:mac_addr": "fa:16:3e:3f:c0:al", "version": 4, "addr":
—"10.100.100.101", "OS-EXT-IPS:type": "fixed"}]}, "links": [{"href": "http://nova/v2/
—d3b31ebfd32744d19d848£3e9c351869/servers/deb35f96-bed41-431e-b931-6e615ec720f4", "rel
—": "self"}, {"href": "http://nova/d3b31ebfd32744d19d848f3e9c351869/servers/deb35£96—
—bed1-431e-b931-6e615ec720£f4", "rel": "bookmark"}], "key_name": null, "image": {"id
—": "e9537ddd-6579-4473-9898-d211ab90f6d3", "links": [{"href": "http://nova/
—d3b31ebfd32744d19d848£3e9¢c351869/1images/e9537ddd-6579-4473-9898-d211ab90£f6d3", "rel
—": "bookmark"}]}, "OS-EXT-STS:task_state": null, "OS-EXT-STS:vm_state": "active",
—"0OS-SRV-USG:launched_at": "2014-09-06T14:13:32.000000", "flavor": {"id": "90c2al37-
—611b-4dd2-9d65-d4a0b0858531", "links": [{"href": "http://nova/
—d3b31ebfd32744d19d848f3e9¢c351869/flavors/90c2al37-611b-4dd2-9d65-d4a0b0858531", "rel
—": "bookmark"}]}, "id": "deb35f96-bedl-431e-b931-6e615ec720f4", "security_groups": [
—{"name": "default"}], "OS-SRV-USG:terminated_at": null, "OS-EXT-AZ:availability_zone
—": "nova", "user_id": "06dda7c06aa246c88d7775d02bcl1%ac", "name": "test 1lc 2",
—~"created": "2014-09-06T14:13:122", "tenant_id": "d3b31lebfd32744d19d848f3e9c351869",
—"OS-DCF:diskConfig": "MANUAL", "os-extended-volumes:volumes_attached": [],
—"accessIPv4": "", "accessIPvo": "", "progress": 0, "OS-EXT-STS:power_state": 1,
—"config_drive": "", "metadata": {}}]}

# - end 23125648:23160304 response —————————-—
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Human friendly formatted JSON response:

LIBCLOUD_ DEBUG=/dev/stderr LIBCLOUD DEBUG_PRETTY PRINT RESPONSE=1 python my_script.py

# - begin 41102928:41133624 response —————————-
HTTP/1.1 200 OK

Content-Length: 1572

X-Compute—-Request-Id: reg-3ce8b047-55cd-4e20-bfeb-b6561969%6aec
Server: nginx/1.4.7

Connection: keep-alive

Date: Sat, 06 Sep 2014 14:14:38 GMT

Content-Type: application/json

"servers": [
{
"OS-DCF:diskConfig": "MANUAL",
"OS-EXT-AZ:availability_zone": "nova",
"OS-EXT-STS:power_state": 1,
"OS-EXT-STS:task_state": null,

"OS-EXT-STS:vm_state": "active",
"OS-SRV-USG:launched_at": "2014-09-06T14:13:32.000000",
"OS-SRV-USG:terminated_at": null,

"accessIPv4": "",

"accessIPvo": "",

"addresses": {

"internet-routable": [

{

"OS-EXT-IPS-MAC:mac_addr": "fa:16:3e:3f:c0:al1",
"OS-EXT-IPS:type": "fixed",
"addr": "10.100.100.101",
"version": 4
}
]
b
"config_drive": "",
"created": "2014-09-06T14:13:12z2",
"flavor": {
"id": "90c2al37-611b-4dd2-9d65-d4a0b0858531",
"links": [
{
"href": "http://nova/d3b31ebfd32744d19d848£f3e9c351869/flavors/
—90c2al137-611b-4dd2-9d65-d4a0b0858531",
"rel": "bookmark"
}
]
br
"hostId": "561d56de25c177¢c422278d7¢ca5f8b210118348040bl2afbad06f278a",
"id": "deb35f96-bed1-431e-b931-6e615ec720£4",
"image": {
"id": "e9537ddd-6579-4473-9898-d211ab90f6d3",
"links": [
{
"href": "http://nova/d3b31ebfd32744d19d848f3e9c351869/images/
—e9537ddd-6579-4473-9898-d211ab90£f6d3",
"rel": "bookmark"
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}l
"key_name": null,
"links": [
{
"href": "http://nova/v2/d3b31ebfd32744d19d848£3e9¢c351869/servers/
—deb35f96-be41-431e-b931-6e615ec720£4",
"rel": "self"
}’
{
"href": "http://nova/d3b31ebfd32744d19d848f3e9c351869/servers/
—deb35f96-bed1-431e-b931-6e615ec720£4",
"rel": "bookmark"

]I
"metadata": {},
"name": "test 1lc 2",
"os—-extended-volumes:volumes_attached": [],
"progress": 0,
"security_groups": [

{

"name": "default"

]I

"status": "ACTIVE",

"tenant_id": "d3b31lebfd32744d19d848f3e9¢c351869",
"updated": "2014-09-06T14:13:322",

"user_id": "06dda7c06aa246c88d7775d02bcll9%ac"

Non-formatted XML response:

LIBCLOUD_DEBUG=/dev/stderr python my_script.py

# - begin 33145616:33126160 response ——————————
HTTP/1.1 200 OK

X-Amzn-Requestid: e84£62d0-368e-11e4-820b-8b£f013dc269%e
Date: Sun, 07 Sep 2014 13:00:13 GMT

Content-Length: 457

Content-Type: text/xml

<?xml version="1.0"?>

<ListHostedZonesResponse xmlns="https://route53.amazonaws.com/doc/2012-02-29/">
—<HostedZones><HostedZone><Id>/hostedzone/Z14L0C73CHHIDN</Id><Name>examplel.com.</
—Name><CallerReference>41747982-568E-0DFC-8C11-71C23757C740</CallerReference><Config>
—<Comment>test</Comment></Config><ResourceRecordSetCount>9</ResourceRecordSetCount></
—HostedZone></HostedZones><IsTruncated>false</IsTruncated><MaxItems>100</MaxItems></
—ListHostedZonesResponse>

# o end 33145616:33126160 response ——————————

Human friendly formatted XML response:

LIBCLOUD_DEBUG=/dev/stderr LIBCLOUD DEBUG PRETTY PRINT RESPONSE=1 python my_script.py

28 Chapter 1. Documentation



Apache Libcloud Documentation, Release 0.14.0-dev

# o begin 19444496:19425040 response ——————————
HTTP/1.1 200 OK

X-Amzn-Requestid: 01c02441-368f-11e4-b616-9b90d7509a8f
Date: Sun, 07 Sep 2014 13:00:56 GMT

Content-Length: 457

Content-Type: text/xml

<?xml version="1.0" 2>
<ListHostedZonesResponse xmlns="https://route53.amazonaws.com/doc/2012-02-29/">
<HostedZones>
<HostedZone>
<Id>/hostedzone/Z14L0C73CHH1DN</Id>
<Name>examplel.com.</Name>
<CallerReference>41747982-568E-0DFC—-8C11-71C23757C740</CallerReference>
<Config>
<Comment>test</Comment>
</Config>
<ResourceRecordSetCount>9</ResourceRecordSetCount>
</HostedZone>
</HostedZones>
<IsTruncated>false</IsTruncated>
<MaxItems>100</MaxItems>
</ListHostedZonesResponse>

1.1.11 API Documentation

For automatically generated API documentation of all the modules, please visit this page.

1.1.12 Frequently Asked Questions (FAQ)
Why are the block storage related management methods located in the compute API?

Block storage related management methods are located in the compute API because in most cases block storage API
is tightly coupled with the compute API meaning that you can’t manage block storage independent of the compute
APL

This also makes sense because in most cases you are only interested in attaching or detaching volumes from and to the
compute nodes.

What are the extension methods and arguments?

Libcloud acts as a lowest common denominator and exposes a unified base API which allows you to work with many
different cloud providers through a single code base.

Being a lowest common denominator by definition means that not all of the functionality offered by different cloud
service providers is available through a base API.

Libcloud solves this problem and allows user to access provider specific functionality through a so called extension
methods and arguments. Extension methods and arguments are all the methods and arguments which are prefixed with
ex

1.1. Main 29



apidocs/modules.html

Apache Libcloud Documentation, Release 0.14.0-dev

Extension methods are there for your convenience, but you should be careful when you use them because they make
switching or working with multiple providers harder.

How do | test if provider credentials are valid?
Libcloud makes the whole authentication process transparent to the user. As such, the easiest way to check if provider
credentials are valid is by instantiating a driver and calling a method which results in an HTTP call.

If the credentials are valid, method will return a result, otherwise libcloud.common.types.
InvalidCredsError exception will be thrown.

An example of such method is 1ibcloud.compute.base.NodeDriver.list_nodes (). Keep in mind that
depending on the account state, list_nodes method might return a lot of data.

If you want to avoid unnecessarily fetching a lot of data, you should find a method specific to your provider which
issues a request which results in small amount of data being retrieved.

| want do add a new provider driver what should | do?

For now the best thing to do is to look at an existing driver and test cases for examples.

Libcloud currently supports more than 60 different providers. This means we have a broad range of examples of differ-
ent APIs and authentication methods. APIs range from simple JSON based REST APIs to SOAP APIs. Authentication
methods range from simple shared token and digest auth to HMAC signed requests.

| want to add / propose a nhew API, what should | do?

We are always open to accepting a now top level API as long as it matches the following criteria:
1. API must be indented to manage an online infrastructure oriented Cloud service
2. Similar service is offered by multiple providers
3. It’s possible to build a common API on top of services provided by different services

Libcloud can be used with many different providers and acts as a lowest common denominator which makes the
last point most important one. Sometimes it doesn’t make sense to build a common Libcloud API even if multiple
providers offer a similar service. Usually the case is that the APIs are vastly different and there aren’t enough common
points which would allow us to build a cross-provider API which would still provide enough value to the end user.

If the API matches the criteria defined above, you should send a proposal to our mailing list where we can discuss it
further. Ideally, the proposal should also contain a prototype of a driver for at least two different providers. This helps
us make sure that the API you have designed is not biased towards a single provider.

How do | obtain Libcloud version?

You can obtain currently active Libcloud version by accessing the 1ibcloud.___version__ variable.

Example #1 (command line):

python -c "import libcloud ; print libcloud.__version_ "

Example #2 (code):

import libcloud
libcloud.__version_

30 Chapter 1. Documentation




Apache Libcloud Documentation, Release 0.14.0-dev

1.1.13 Changes in Apache Libcloud v2.0

Replacement of httplib with requests

Apache Libcloud supports Python 2.6, 2.7 - 3.3 and beyond. To achieve this a package was written within the Libcloud
library to create a generic HTTP client for Python 2 and 3. This package has a custom implementation of a certificate
store, searching and TLS preference configuration. One of the first errors to greet new users of Libcloud would be “No
CA Certificates were found in CA_CERTS_PATH.”...

In 2.0 this implementation has been replaced with the requests package, and SSL verification should work against any
publically signed HTTPS endpoint by default, without having to provide a CA cert store.

Other changes include:
* Enabling HTTP redirects
* Allowing both global and driver-specific HTTP proxy configuration

* Consolidation of the LibcloudHTTPSConnection and LibcloudHTTPConnection into a single class, Libcloud-
Connection

* Support for streaming responses
 Support for mocking HTTP responses without having to mock the Connection class
* 10% typical performance improvement with the use of persistent TCP connections for each driver instance

* Access to the low-level TCP session is no longer available. Access to .read() on a raw connection will bind
around requests body or iter_content methods.

* Temporary removal of the S3 very-large file support using the custom multi-part APIs. This will be added back
in subsequent release candidates.

Allow redirects is enabled by default

HTTP redirects are allowed by default in 2.0. To disable redirects, set this global variable to False.

import libcloud.http
libcloud.http.ALLOW_REDIRECTS = False

HTTP/HTTPS Proxies

Enabling a HTTP/HTTPS proxy is still supported and accessed via the driver’s connection property or via the
‘http_proxy’ environment variable. Applying it to a driver will set the proxy for that driver only, using the envi-
ronment variable will make a global change.

# option 1
import os
os.environ.get ('http_proxy', 'http://localhost:8888/")

# option 2
driver.connection.connection.set_http_proxy (proxy_url="'http://localhost:8888")
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Adding support for Python 3.6 and deprecation of Python 3.2

In Apache Libcloud 2.0.0, Python 3.6 is now supported as a primary distribution.

Python 3.2 support has been dropped in this release and users should either upgrade to 3.3 or a newer version of
Python.

SSL CA certificates are now bundled with the package

In Apache Libcloud 2.0.0, the Mozilla Trusted Root Store is bundled with the package, as part of the requests package
bundle. This means that users no longer have to set the path to a CA file either via installing the certifi package,
downloading a PEM file or providing a directory in an environment variable. All connections in Libcloud will assume
HTTPS by default, now with 2.0.0, if those HTTPS endpoints have a signed certificate with a trusted CA authority,
they will work with Libcloud by default.

Providing a custom client-side certificate, for example for a development server or a HTTPS proxy is still supported
given providing a value to libcloud.security. CA_CERTS_PATH.

This code example would set a HTTP/HTTPS proxy and use a client-generated certificate to verify.

import os
os.environ.set ('http_proxy', 'http://localhost:8888/")

import libcloud.security
libcloud.security.VERIFY_SSL_CERT = True
libcloud.security.CA_CERTS_PATH = '/Users/anthonyshaw/charles.pem'

Providing a list of CA trusts is no longer supported

In Apache Libcloud 2.0.0 if you provide a list of more than 1 path or -certificate file in [ib-
cloud.security. CA_CERTS_PATH you will receive a warning and only the first path will be used. This path should
be to a .cert or .pem file. The environment variable REQUESTS_CA_BUNDLE can be used to access the requests
library’s list of trusted CAs.

Performance improvements and introduction of sessions

Each instance of libcloud.common.base.Connection will have a LibcloudConnection instance under the connection
property. In 1.5.0<, there would be 2 connection class instances, LibcloudHttpConnection and LibcloudHttpsConnec-
tion, stored as an instance property conn_classes. In 2.0.0 this has been replaced with a single type, 1ibcloud.
common.base.LibcloudHTTPConnection that handles both HTTP and HTTPS connections.

def test():
import libcloud
import libcloud.compute.providers

d = libcloud.get_driver (libcloud.DriverType.COMPUTE, libcloud.DriverType.COMPUTE.
—DIMENSIONDATA)

instance = d('anthony', 'mypassword!', 'dd-au')
instance.list_nodes () # is paged
instance.list_images () # is paged

if name == '_ _main_ ':

import timeit
print (timeit.timeit ("test ()", setup="from _ main__ import test", number=5))
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This simple test shows a 10% performance improvement between Libcloud 1.5.0 and 2.0.0.

Changes to the storage API

Support for Buffered 10 Streams

The methods upload_object_via_stream now suppotts file objects, ByteslO, StringlO and generators as the iterator.

with open('my_file_to_upload', 'rb') as iterator:
obj = driver.upload_object_via_stream(iterator=iterator,
container=containers([0],
object_name='me. jpg',
extra=extra)

Other minor changes
e libcloud.common.base.Connection will now use urljoin to combine the request_path and method
URLs. This means that the URL action will always have a leading slash.

¢ The underlying connection classes do not assume HTTP if a non-standard port is used. They will use the
preference set in the secure flag to the initializer of Connection.

* The storage download_object_as_stream method no longer buffers out file streams twice.

1.1.14 Registering a third party driver

Driver is considered third party if it’s not bundled with a Libcloud release.

To register a third party driver you should use provider.set_driver () function from the corresponding com-
ponent.

set_driver () takes the following arguments:

set_driver ('provider_name', 'path.to.the.module', 'DriverClass')

Keep in mind that the provider_name needs to be unique and this function needs to be called before using a third party
driver.

For example:

from libcloud.compute.providers import get_driver
from libcloud.compute.providers import set_driver

set_driver ('stratuslab',
'stratuslab.libcloud.stratuslab_driver',
'StratusLabNodeDriver"')

# Your code which uses the driver.
# For example:
driver = get_driver ('stratuslab')

An example of an existing third party driver can be found at https://github.com/StratusLab/libcloud-drivers
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1.1.15 SSL Certificate Validation in <v2.0

When establishing a secure connection to a cloud provider endpoint, Libcloud verifies server SSL certificate. By
default, Libcloud searches paths listed in Libcloud. security.CA_CERTS_PATH variable for the CA certificate
files.

CA_CERTS_PATH contains common paths to CA bundle installations on the following platforms:
* certifi package on PyPi
* openssl package on CentOS / Fedora
* ca-certificates package on Debian / Ubuntu / Arch / Gentoo
e ca_root_nss port on FreeBSD
* curl-ca-bundle port on Mac OS X
* openssl and curl-ca-bundle homebrew package
If no valid CA certificate files are found, you will see an error message similar to the one below:
No CA Certificates were found in CA_CERTS_PATH.

The easiest way to resolve this issue is to install certifi Python package from PyPi using pip. This package provides
curated collection of Root Certificates based on the Mozilla CA bundle. If this package is installed and available,
Libcloud will use CA bundle which is bundled by default.

As the list of trusted CA certificates can and does change, you are also encouraged to periodically update this package
(pip install —--upgrade certifi or similar).

If for some reason you want to avoid this behavior, you can set LIBCLOUD_SSL_USE_CERTIFI environment
variable to false. Or even, better provide a direct path to the CA bundle you want to use using SSL_CERT_FILE
environment variable as shown below.

Windows Users

The CA loading system does not load the Windows Certificate store, since this is not a directory. Windows users should
download the following file and place in a directory like %APPDATA%Ilibcloud or somewhere easily accessible.
https://raw.githubusercontent.com/bagder/ca-bundle/master/ca-bundle.crt

Then configure this file using one of the 2 methods in Using a custom CA certificate
Acquiring CA Certificates

If the above packages are unavailable to you, and you don’t wish to roll your own, the makers of cURL provides an
excellent resource, generated from Mozilla: http://curl.haxx.se/docs/caextract.html.

Using a custom CA certificate

If you want to use a custom CA certificate file for validating the server certificate, you can do that using two different
approaches:

1. Setting SSL_CERT_FILE environment variable to point to your CA file

SSL_CERT_FILE=/home/user/path-to-your-ca-file.crt python my_script.py

2. Setting 1ibcloud.security.CA_CERTS_PATH variable in your script to point to your CA file
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import libcloud.security
libcloud.security.CA_CERTS_PATH = ['/home/user/path-to-your-ca-file.crt']

# Instantiate and work with the driver here...

Adding additional CA certificate to the path

If you want to add an additional CA certificate to the CA_CERTS_PATH, you can do this by appending a path to your
CA fileto the 1ibcloud.security.CA_CERTS_PATH list.

For example:

import libcloud.security
libcloud.security.CA_CERTS_PATH.append('/home/user/path-to-your-ca-file.crt")

# Instantiate and work with the driver here...

Disabling SSL certificate validation

Note: Disabling SSL certificate validations makes you vulnerable to MITM attacks so you are strongly discouraged
from doing that. You should only disable it if you are aware of the consequences and you know what you are doing.

To disable SSL certificate validation, set 1ibcloud.security.VERIFY_SSIL_CERT variable to False at the
top of your script, before instantiating a driver and interacting with other Libcloud code.

For example:

import libcloud.security
libcloud.security.VERIFY_SSIL_CERT = False

# Instantiate and work with the driver here...

Changing used SSL / TLS version

Note: Linode recently dropped support for TLS v1.0 and it only supports TLS v1.1 and higher. If you are using
Linode driver you need to update your code to use TLS v1.1 or TLS v1.2 as shown below.

For compatibility and safety reasons (we also support older Python versions), Libcloud uses TLS v1.0 by default.

If the provier doesn’t support this version or if you want to use a different version because of security reasons (you
should always use the highest version which is supported by your system and your provider) you can tell Libcloud to
use a different version as shown below.

import ssl

import libcloud.security
libcloud.security.SSL_VERSION = ssl.PROTOCOL_TLSv1_1
# or

libcloud.security.SSL_VERSION = ssl.PROTOCOL_TLSv1_2
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# Instantiate and work with the driver here...

Keep in mind that TLS v1.1 and v1.2 is right now only supported in Python >= 3.4 and Python 2.7.9. In addition to
that, your system also needs to have a recent version of OpenSSL available.

Another (unsafe and unrecommended) option is to use ss1.PROTOCOL_SSLv23 constant which will let client
know to pick the highest protocol version which both the client and server support. If this constant is selected, the
client will be selecting between SSL v3.0, TLS v1.0, TLS v1.1 and TLS v1.2.

Keep in mind that SSL v3.0 is considered broken and unsafe and using this option can result in a downgrade attack so
we strongly recommend NOT to use it.

1.1.16 Using an HTTP proxy

Note: Support for HTTP proxies is only available in Libcloud trunk and higher.

Libcloud supports using an HTTP proxy for outgoing HTTP and HTTPS requests.
Proxy support has been tested with the following Python versions;
e Python 2.7 / PyPy
e Python 3.4
You can specify which HTTP proxy to use using one of the approaches described below:
* By setting ht tp_proxy environment variable (this setting is system / process wide)

* By passing http_proxy argument to the 1ibcloud.common.base.LibcloudConnection class
constructor (this setting is local to the connection instance)

* By calling libcloud.common.base.LibcloudConnection.set_http_proxy () method (this
setting is local to the connection instance)

Known limitations

* Only HTTP basic access authentication proxy authorization method is supported

Examples

This section includes some code examples which show how to use an HTTP proxy with Libcloud.

1. Using http_proxy environment variable

By setting http_proxy environment variable you can specify which proxy to use for all of the outgoing requests
for a duration / life-time of the process or a script.

Without authentication:

http_proxy=http://<proxy hostname>:<proxy port> python my_script.py

With basic auth authentication:
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http_proxy=http://<username>:<password>@<proxy hostname>:<proxy port> python my_
—script.py

2. Passing http_proxy argument to the connection class constructor

By passing http_proxy argument to the 1ibcloud.common.base.Connection class constructor, you can
specify which proxy to use for a particular connection.

from libcloud.compute.types import Provider
from libcloud.compute.providers import get_driver

PROXY_URL_NO_AUTH_1 = 'http://<proxy hostname 1>:<proxy port 2>'
cls = get_driver (Provider.RACKSPACE)

driver = cls('username', 'api key', region='ord',
http_proxy=PROXY_URL_NO_AUTH_1)

3. Calling set_http_proxy method

Calling set_http_proxy method allows you to specify which proxy to use for all the outgoing requests which
follow set_http_proxy method call.

This method also allows you to use a different proxy for each request as shown in the example below.

from pprint import pprint

from libcloud.compute.types import Provider
from libcloud.compute.providers import get_driver

PROXY_URL_NO_AUTH_1 = 'http://<proxy hostname 1>:<proxy port 2>'
PROXY_URL_NO_AUTH_2 = 'http://<proxy hostname 1>:<proxy port 2>'
PROXY_URL_BASIC_AUTH = 'http://<user>:<pass>@<proxy hostname>:<proxy port>'

cls = get_driver (Provider.RACKSPACE)
driver = cls('username', 'api key', region='ord")

# Use proxy 1 for this request
driver.connection.set_http_proxy (proxy_url=PROXY_URL_NO_AUTH_1)
pprint (driver.list_nodes())

# Use proxy 2 for this request
driver.connection.set_http_proxy (proxy_url=PROXY_URL_NO_AUTH_2)
pprint (driver.list_nodes())

1.1.17 Using Libcloud in multi-threaded and async environments

Libcloud’s primary task is to communicate with different provider APIs using HTTP. This means most of the work
is not CPU intensive, but performing all those HTTP requests includes a lot of waiting which makes the library I/O
bound.

Most of the time you want to perform more operations in parallel or just want your code to finish faster (for example
starting a lot of servers or periodically polling for node status).
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Problems like this are usually solved using threads or async libraries such as Twisted, Tornado or gevent.

This page contains some information and tips about how to use Libcloud in such environments.

Libcloud and thread-safety

Important thing to keep in mind when dealing with threads is thread-safety. Libcloud driver instance is not thread safe.
This means if you don’t want to deal with complex (and usually inefficient) locking the easiest solution is to create a
new driver instance inside each thread.

Using Libcloud with gevent

gevent has an ability to monkey patch and replace functions in the Python socket, url1ib2, httplib and time
module with its own functions which don’t block.

You need to do two things when you want to use Libcloud with gevent:

* Enable monkey patching

from gevent import monkey
monkey.patch_all()

 Create a separate driver instance for each Greenlet. This is necessary because a driver instance reuses the same
Connection class.

For an example see Efficiently download multiple files using gevent.

Using Libcloud with Twisted
Libcloud has no Twisted support included in the core which means you need to be careful when you use it with Twisted
and some other async frameworks.

If you don’t use it properly it can block the whole reactor (similar as any other blocking library or a long CPU-intensive
task) which means the execution of other pending tasks in the event queue will be blocked.

A simple solution to prevent blocking the reactor is to run Libcloud calls inside a thread. In Twisted this can be
achieved using threads.deferToThread which runs a provided method inside the Twisted thread pool.

The example below demonstrates how to create a new node inside a thread without blocking the whole reactor.

from _ future  import absolute_import
from pprint import pprint

# pylint: disable=import-error

from twisted.internet import defer, threads, reactor
from libcloud.compute.types import Provider

from libcloud.compute.providers import get_driver

@defer.inlineCallbacks
def create_node (name) :
node = yield threads.deferToThread(_thread_create_node,
name=name)
pprint (node)
reactor.stop ()

38 Chapter 1. Documentation




Apache Libcloud Documentation, Release 0.14.0-dev

def _thread_create_node (name) :
Driver = get_driver (Provider.RACKSPACE)

conn = Driver ('username', 'api key'")

image = conn.list_images () [0]

size = conn.list_sizes () [0]

node = conn.create_node (name=name, image=image, size=size)

return node
def stop(xargs, =*xkwargs):
reactor.stop ()
d = create_node (name='my—-lc-node")
d.addCallback (stop) # pylint: disable=no-member

d.addErrback (stop) # pylint: disable=no-member

reactor.run ()

1.1.18 Working with the object oriented APIs

To make it easier for the end user, Libcloud components expose a fully object-oriented API.

This means that besides the driver object you also work with Node Image, and NodeSize object in the compute
API, Container and Object object in the Storage API, Zone and Record object in the DNS API and so on.

Methods which operate on those resources usually require you to pass in an instance of the resource you want to
manipulate or work with and not just an id.

To obtain a reference to this resource, Libcloud providers corresponding get and / or list methods.

A couple of examples are shown below.

Example 1 - listing records for a zone with a known id

from libcloud.dns.providers import get_driver
from libcloud.dns.types import Provider

CREDENTIALS_ZERIGO = ('email', 'api key'")
ZONE_ID = 'example.myzone.com'

Cls = get_driver (Provider.ZERIGO)
driver = Cls (*CREDENTIALS_ZERIGO)

zone = driver.get_zone (zone_1id=ZONE_ID)
records = driver.list_records (zone=zone)

In this example, the driver.get_zone () method call results in an HTTP call.

Example 2 - creating an EC2 instance with a known NodeSize and NodeImage id

from libcloud.compute.types import Provider
from libcloud.compute.providers import get_driver

ACCESS_ID = 'your access id'
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SECRET_KEY = 'your secret key'
IMAGE_ID = 'ami-c8052d8d’
SIZE_ID = 'tl.micro'

cls = get_driver (Provider.EC2)

driver = cls(ACCESS_ID, SECRET_KEY, region="us-west-1")

# Here we select size and image

sizes = driver.list_sizes /()

images = driver.list_images|()

size = [s for s in sizes if s.id == SIZE_ID][0]

image = [i1i for i in images if i.id == IMAGE_ID] [0]

node = driver.create_node (name='test-node', image=image, size=size)

In this example, both the driver.list_sizes () anddriver.list_images () method calls result in HTTP
calls.

As you can see above, most of those getter methods retrieve extra information about the resource from the provider
API and result in an HTTP request.

There are some cases when you might not want this:
¢ You don’t care if a resource doesn’t exist
* You don’t care about the extra attributes
* You want to avoid an extra HTTP request
* You want to avoid holding a reference to the resource object

If that is true for you, you can directly instantiate a resource with a known id. You can see how to do this in the
examples below.

Example 1 - listing records for a zone with a known id

from libcloud.dns.base import Zone
from libcloud.dns.providers import get_driver
from libcloud.dns.types import Provider

CREDENTIALS_ZERIGO = ('email', 'api key'")
ZONE_ID = 'example.myzone.com'

Cls = get_driver (Provider.ZERIGO)
driver = Cls (#CREDENTIALS_ZERIGO)

zone = Zone (ZONE_ID, domain=None, type=None, ttl=None,
driver=driver)
records = driver.list_records (zone=zone)

Example 2 - creating an EC2 instance with a known NodeSize and NodeImage id

from libcloud.compute.types import Provider
from libcloud.compute.providers import get_driver
from libcloud.compute.base import NodeSize, NodelImage
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ACCESS_ID = 'your access id'
SECRET_KEY = 'your secret key'
IMAGE_ID = 'ami-c8052d8d’
SIZE_ID = 'tl.micro'

cls = get_driver (Provider.EC2)

driver = cls (ACCESS_ID, SECRET_KEY, region="us-west-1")
size = NodeSize (id=SIZE_ID, name=None, ram=None, disk=None, bandwidth=None,
price=None, driver=driver)

image = NodelImage (1d=IMAGE_ID, name=None, driver=driver)

node = driver.create_node (name='test-node', image=image, size=size)

Example 3 - creating an EC2 instance with an IAM profile

from libcloud.compute.types import Provider
from libcloud.compute.providers import get_driver

ACCESS_ID = 'your access id'

SECRET_KEY = 'your secret key'

IAM_PROFILE = 'your IAM profile arn or IAM profile name'
IMAGE_ID = 'ami-c8052d8d'

SIZE_ID = 'tl.micro'

cls = get_driver (Provider.EC2)

driver = cls (ACCESS_ID, SECRET_KEY, region="us-west-1")

# Here we select size and image

sizes = driver.list_sizes /()

images = driver.list_images|()

size = [s for s in sizes if s.id == SIZE_ID][0]

image = [i1 for i in images if i.id == IMAGE_ID] [0]

node = driver.create_node (name='test-node', image=image, size=size,

ex_iamprofile=IAM_PROFILE)

1.2 Developer Information

1.2.1 Developer Information
Mailing Lists

All of the communication about Libcloud development happens on our mailing lists.

¢ announce @libcloud.apache.org - Moderated and low volume mailing list which is only used for distributing
important project announcements and updates. (announce-archive)

* users@libcloud.apache.org - Mailing list for general talk about Libcloud and other off-topic things (users-
archive)
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* dev@libcloud.apache.org - General mailing list for developers (dev-archive)

* notifications @libcloud.apache.org - Commits messages and other automatically generated notifications go to
this mailing list. Keep in mind that unlike the others, this mailing list is fairly noisy. (notifications-archive,
commits-archive)

Archive of old incubator mailing lists:
e incubator-libcloud
¢ incubator-libcloud-commits

IRC

¢ #libcloud on Freenode

Issue Tracker

For bug and issue tracking we use JIRA located at https://issues.apache.org/jira/browse/LIBCLOUD.

Testing

For information how to run the tests and how to generate the test coverage report, please see the Testing page.

Continuous Integration
For continuous integration we use Apache buildbot instance and Travis-CI. You can find build reports on the following
two links:

* https://ci.apache.org/waterfall 7builder=libcloud- trunk-tox&builder=libcloud-site-staging

* https://travis-ci.org/apache/libcloud

Travis-CI builder is also integrated with Github which means that if you open a pull request there, Travis-CI will
automatically build it.

If you want to validate the build before raising the PR, Travis-CI can be enabled for personal accounts and branches
separately.

Test Coverage

Test coverage report is automatically generated after every push and can be found at http://ci.apache.org/projects/
libcloud/coverage.

1.2.2 Development

This page describes Libcloud development process and contains general guidelines and information on how to con-
tribute to the project.
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Contributing

We welcome contributions of any kind (ideas, code, tests, documentation, examples, ... ).

If you need help or get stuck at any point during this process, stop by on our IRC channel (#/ibcloud on freenode) and
we will do our best to assist you.

Getting started with contributing to Libcloud
General contribution guidelines

e Any non-trivial change must contain tests. For more information, refer to the Testing page.

 All the functions and methods must contain Sphinx docstrings which are used to generate the API documenta-
tion. For more information, refer to the Docstring conventions section below.

¢ If you are adding a new feature, make sure to add a corresponding documentation.

Code style guide

* We follow PEPS Python Style Guide

* Use 4 spaces for a tab

» Use 79 characters in a line

* Make sure edited file doesn’t contain any trailing whitespace

* You can verify that your modifications don’t break any rules by running the f1ake8 script - e.g. flake8
libcloud/edited_file.pyor tox —e lint. Second command will run flake8 on all the files in the
repository.

And most importantly, follow the existing style in the file you are editing and be consistent.

Git pre-commit hook

To make complying with our style guide easier, we provide a git pre-commit hook which automatically checks modi-
fied Python files for violations of our style guide.

You can install it by running following command in the root of the repository checkout:

1In -s contrib/pre-commit.sh .git/hooks/pre—-commit

After you have installed this hook it will automatically check modified Python files for violations before a commit. If
a violation is found, commit will be aborted.

Code conventions

This section describes some general code conventions you should follow when writing a Libcloud code.

1. Import ordering

Organize the imports in the following order:

1. Standard library imports
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2. Third-party library imports
3. Local library (Libcloud) imports

Each section should be separated with a blank line. For example:

import sys
import base64

import paramiko

from libcloud.compute.base import Node, NodeDriver
from libcloud.compute.providers import Provider

2. Function and method ordering

Functions in a module and methods on a class should be organized in the following order:
1. “Public” functions / methods
2. “Private” functions / methods (methods prefixed with an underscore)
3. “Internal” methods (methods prefixed and suffixed with a double underscore)

For example:

class Unicorn (object) :
def _ _init__ (self, name='fluffy'):
self._name = name

def make_a_rainbow(self):
pass

def _get_rainbow_colors(self):
pass

def _ _eqg (self, other):
return self.name == other.name

Methods on a driver class should be organized in the following order:
1. Methods which are part of the standard API
2. Extension methods
3. “Private” methods (methods prefixed with an underscore)
4. “Internal” methods (methods prefixed and suffixed with a double underscore)
Methods which perform a similar functionality should be grouped together and defined one after another.

For example:

class MyDriver (object) :
def _ init_ (self):
pass

def list_nodes (self):
pass

def list_images(self):
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pass

def create_node(self):
pass

def reboot_node(self):
pass

def ex_create_image (self):
pass

def _to_nodes(self):
pass

def _to_node(self):
pass

def _to_images(self):
pass

def _to_image(self):
pass

Methods should be ordered this way for the consistency reasons and to make reading and following the generated API
documentation easier.

3. Prefer keyword over regular arguments

For better readability and understanding of the code, prefer keyword over regular arguments.

Good:

some_method (public_ips=public_ips, private_ips=private_ips)

Bad:

some_method (public_ips, private_ips)

4. Don’t abuse **kwargs

You should always explicitly declare arguments in a function or a method signature and only use *+kwargs and
xargs respectively when there is a valid use case for it.

Using »xkwargs in many contexts is against Python’s “explicit is better than implicit” mantra and makes it for a
bad and a confusing API. On top of that, it makes many useful things such as programmatic API introspection hard or
impossible.

A use case when it might be valid to use * xkwargs is a decorator.

Good:

def my_method(self, name, description=None, public_ips=None) :
pass

Bad (please avoid):
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def my_method(self, name, **kwargs):
description = kwargs.get ('description', None)
public_ips = kwargs.get ('public_ips', None)

5. When returning a dictionary, document its structure

Dynamic nature of Python can be very nice and useful, but if (ab)use it in a wrong way it can also make it hard for the
API consumer to understand what is going on and what kind of values are being returned.

If you have a function or a method which returns a dictionary, make sure to explicitly document in the docstring which
keys the returned dictionary contains.

6. Prefer to use “is not None” when checking if a variable is provided or defined

When checking if a variable is provided or defined, prefertouse 1f foo is not Noneinstead of if foo.
If youuse if foo approach, it’s easy to make a mistake when a valid value can also be falsy (e.g. a number 0).

For example:

class SomeClass (object) :
def some_method(self, domain=None) :
params = {}

if domain is not None:
params|['Domain'] = domain

Docstring conventions
For documenting the API we we use Sphinx and reStructuredText syntax. Docstring conventions to which you should
adhere to are described below.

* Docstrings should always be used to describe the purpose of methods, functions, classes, and modules.

¢ Method docstring should describe all the normal and keyword arguments. You should describe all the available
arguments even if you use xargs and x+kwargs.

¢ All parameters must be documented using : param p: or :keyword p: and :type p: annotation.

* :param p: ... - A description of the parameter p for a function or method.
* :keyword p: ... - A description of the keyword parameter p.
* :type p: ... The expected type of the parameter p.

* Return values must be documented using : return: and : rtype annotation.
e :return: ... A description of return value for a function or method.
e :rtype: ... The type of the return value for a function or method.

* Required keyword arguments must contain (required) notation in description. For example: :keyword

image: OS Image to boot on node. (required)
* Multiple types are separated with or For example: :type auth: :class:’ .NodeAuthSSHKey' or
:class:’ .NodeAuthPassword"
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e For a description of the container types use the following notation: <container_type> of
<objects_type>. Forexample: :rtype: “list® of :class: Node®

For more information and examples, please refer to the following links:
* Sphinx Documentation - http://sphinx-doc.org/markup/desc.html#info-field-lists

e Example Libcloud module with documentation - https://github.com/apache/libcloud/blob/trunk/libcloud/
compute/base.py

Contribution workflow
1. Start a discussion on the mailing list

If you are implementing a big feature or a change, start a discussion on the mailing list first.

2. Open a new issue on our issue tracker

Go to our issue tracker and open a new issue for your changes there. This issue will be used as an umbrella place for
your changes. As such, it will be used to track progress and discuss implementation details.

3. Fork our Github repository

Fork our Github git repository. Your fork will be used to hold your changes.

4. Create a new branch for your changes

For example:

git checkout -b <jira_issue_id>_<change_name>

5. Make your changes
6. Write tests for your changes and make sure all the tests pass

Make sure that all the code you have added or modified has appropriate test coverage. Also make sure all the tests
including the existing ones still pass.

Use libcloud.test.unittest as the unit testing package to ensure that your tests work with older versions of
Python.

For more information on how to write and run tests, please see Testing page.

7. Commit your changes

Make a single commit for your changes. If a corresponding JIRA ticket exists, make sure the commit message contains
the ticket number.

For example:
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git commit -a -m "[LIBCLOUD-123] Add a new compute driver for CloudStack based
—providers."

8. Open a pull request with your changes

Go to https://github.com/apache/libcloud/ and open a new pull request with your changes. Your pull request will
appear at https://github.com/apache/libcloud/pulls.

Make sure the pull request name is prefixed with a JIRA ticket number, e.g. [LIBCLOUD-436] Improvements
to DigitalOcean compute driver and that the pull request description contains link to the JIRA ticket.

9. Wait for the review

Wait for your changes to be reviewed and address any outstanding comments.

10. Squash the commits and generate the patch

Once the changes has been reviewed, all the outstanding issues have been addressed and the pull request has been
+1’ed, close the pull request, squash the commits (if necessary) and generate a patch.

git format-patch --stdout trunk > patch_name.patch

Make sure touse git format-patch andnotgit diff so we can preserve the commit authorship.

Note #1: Before you generate the patch and squash the commits, make sure to synchronize your branch with the latest
trunk (run git pull upstream trunk in your branch), otherwise we might have problems applying it cleanly.

Note #2: If you have never used rebase and squashed the commits before, you can find instructions on how to do that
in the following guide: squashing commits with rebase.

11. Attach a final patch with your changes to the corresponding JIRA ticket

Attach the generated patch to the JIRA issue you have created earlier.

Note about Github

Github repository is a read-only mirror of the official Apache git repository (https://git-wip-us.apache.
org/repos/asf/libcloud.git). This mirror script runs only a couple of times per day which means this
mirror can be slightly out of date.

You are advised to add a separate remote for the official upstream repository:

git remote add upstream https://git-wip-us.apache.org/repos/asf/libcloud.git

Github read-only mirror is used only for pull requests and code review. Once a pull request has been reviewed, all the
comments have been addresses and it’s ready to be merged, user who submitted the pull request must close the pull
request, create a patch and attach it to the original JIRA ticket.
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Syncing your git(hub) repository with an official upstream git repository

This section describes how to synchronize your git clone / Github fork with an official upstream repository.

It’s important that your repository is in-sync with the upstream one when you start working on a new branch and before
you generate a final patch. If the repository is not in-sync, generated patch will be out of sync and we won’t be able to
cleanly merge it into trunk.

To synchronize it, follow the steps below in your git clone:

1. Add upstream remote if you haven’t added it yet

git remote add upstream https://git-wip-us.apache.org/repos/asf/libcloud.git

2. Synchronize your t runk branch with an upstream one

git checkout trunk
git pull upstream trunk

3. Create a branch for your changes and start working on it

’git checkout -b my_new_branch

4. Before generating a final patch which is to be attached to the JIRA ticket, make sure your repository and branch
is still in-sync

’qit pull upstream trunk

5. Generate a patch which can be attached to the JIRA ticket

’git format-patch --stdout remotes/upstream/trunk > patch_name.patch

Contributing Bigger Changes

If you are contributing a bigger change (e.g. large new feature or a new provider driver) you need to have signed
Apache Individual Contributor License Agreement (ICLA) in order to have your patch accepted.

You can find more information on how to sign and file an ICLA on the Apache website.

When filling the form, leave field preferred Apache id(s) empty and in the notify project field, enter
Libcloud.

Supporting Multiple Python Versions

Libcloud supports a variety of Python versions so your code also needs to work with all the supported versions. This
means that in some cases you will need to include extra code to make sure it works in all the supported versions.

Some examples which show how to handle those cases are described below.

Context Managers

Context managers aren’t available in Python 2.5 by default. If you want to use them make sure to put from
_ future_ import with_statement on top of the file where you use them.
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Exception Handling

There is no unified way to handle exceptions and extract the exception object in Python 2.5 and Python 3.x. This
means you need touse a sys.exc_info () [1] approach to extract the raised exception object.

For example:

try:
some code

except Exception:
e = sys.exc_info () [1]
print e

Utility functions for cross-version compatibility

You can find a lot of utility functions which make code easier to work with Python 2.x and 3.xin 1ibcloud.utils.
py3 module.

You can find some more information on changes which are involved in making the code work with multiple versions
on the following link - Lessons learned while porting Libcloud to Python 3

1.3 Committer Guide

1.3.1 Committer Guide

New committer guidelines

Note: This section outlines steps which need to be completed by new team members and is indented for people who
have been voted to join Libcloud project as a committer and / or PMC member. It also assumes you have already filled
your ICLA and your Apache account has been created.

First congratulations and welcome to the team!

1. Subscribe to the public mailing lists

If you haven’t yet, subscribe to {dev,users,notifications} @libcloud.apache.org mailing lists. Notifications mailing list
is especially important because all of the JIRA notification, Github Pull Request notifications and build notifications
are sent there.

2. Subscribe to the private mailing list

Subscribe to private @libcloud.apache.org by sending an email to private-subscribe @libcloud.apache.org. Keep in
mind that this list is private and your subscription needs to be approved by a moderator.
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3. Create PyPi account

Creating a PyPi account by going to https://pypi.python.org/pypi?%3Aaction=register_form and send an email to
private @libcloud.apache.org requesting to be added as a maintainer to apache-libcloud package. Make sure to select
a strong and unique password (pwgen -s 48 1 is your friend).

After you have registered go to “Your details” page and populate PGP Key ID field with your PGP key ID.
Applying a patch

When applying a third-party patch created using git format-patchorgit diff command, use the following
command:

git am —--signoff < patch_name.patch

—-—signoff argument signs the patch and lets others know that you have reviewed and merged a patch.

If you are working with a Github pull request, you can obtain a patch file by appending . patch to the end of the pull
request URL. For example:

wget https://github.com/apache/libcloud/pull/<pr number>.patch
git am —--signoff < <pr number>.patch
# rebase to squash commits / ammend

When working with a Github pull request, also don’t forget to update the commit message during rebase (or use git
commit —-amend if the rebase was not necessary) to include the “Closes #prnumber” message. This way, the
corresponding Github pull request will get automatically closed once the Github mirror is updated.

For example:

Original message

Closes #prnumber

If the original patch author didn’t squash all of the commits into one and you think this is needed, you should squash
all the commits yourself using git rebase after you have merged / applied the patch.

After the patch has been applied, make sure to update CHANGES . rst file.

Making a release (for release managers)

This section contains information a release manager should follow when preparing a release.

1. Pre-release check list

* Make sure tests pass on all the supported Python versions (t ox)

* Make sure CHANGES file is up to date

e Make sure __version__ stringin libcloud/__init__ .py is up to date
* Remove the tox directory with rm —-rf .tox

¢ Remove the _secrets_ file with rm libcloud/test/secrets.py
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* Remove leftover builds from previous releases. rm —f dist/apachex

2. Update JIRA

* Create a new JIRA version for the release in question (if one doesn’t exist yet)
* Close all the corresponding JIRA tickets and set Fix Version/s field to the current version

¢ Release the JIRA version

3. Creating release artifacts

We have a script that runs the required setup.py commands and then hashes and signs the files. You will need the latest
version of pip and the wheel package. To run it:

cd dist
./release.sh -u <yourusername>Q@apache.org

—u argument will be used to find a key with a matching email address in your local GPG database.

This should result in a set of apache-1libcloud-${VERSION}.{tar.bz2,tar.gz,zip,whl}{,asc,
md5, shal} files that are suitable to be uploaded for a release.

Copy the artifacts in another directory, unpack one of them and test it with tox.

4. Tagging a release

Tag the tentative release with a —~tentative postfix.

’git tag <version> <commit hash>

For example:

’git tag —-sign v0.15.0-tentative 105b9610835£99704996d861d613c5a9%a8b3£f8bl

5. Upload the release artifacts and start a [VOTE] thread

Upload all release artifacts including the wh1 files to your people.apache.org space. Then start a [VOTE] thread on
the dev@libcloud.apache.org mailing list.

Once the vote has passed tag the release with a new tag, removing the ~tentative postfix. Upload the release
artifacts to Apache servers and Pypi.

For example:

git tag —--sign v0.15.0 105b9610835£99704996d861d613c5a%a8b3£f8bl

The commit SHA needs to be the one release artifacts are based on (aka the one people voted on) and the same one
you used for the ~tentative tag.

Keep in mind that it’s important that you sign the commit / tag with your GPG key.
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6. Uploading release artifacts to Apache servers

* Add release artifacts to the dist SVN repository at https://dist.apache.org/repos/dist/release/libcloud/

It may take up to a day for the artifacts to be available on all the Apache mirrors, but they should be instantly
available at http://www.apache.org/dist/libcloud/.

* If there is more than one old release in the repository, delete rest of the old release and only leave current and

previous release there. Old releases are automatically archived and available at https://dist.apache.org/repos/
dist/release/libcloud/.

7. Publishing package to PyPi

We have a script that runs uploads the signed Python source files to PyPi. It uses twine, so ensure you have twine
available in your path which twine before running. Twine can be downloaded from https://pypi.python.org/pypi/twine

cd dist
./deploy.sh

Once all the files have been uploaded, the page should look similar to the screenshot below.

» Package Index > apache-libcloud = 0.13.1

Files for apache-libcloud 0.13.1
Your details (Logout)

Package: roles | releases | view | edit | files | urls | PKG-INFO Your packages:

— . . E -li
To upload files to this index, you have two options: apache-libcloud
cliff-rackspace
1. Use the setup.py "upload" command. dcs

djiango-encrypted-settings

2. Or enter the information manually: django_notifications

django_yubico
face_client
File: ‘@ No file chosen
File Type: |- Select Distribution Type — 7 |
Python Version: |_ Select Python Version — v | (not needed for source distributions)
Comment: | (optional - use if there's multiple files for one distribution type)
MD5 Digest: | (optional - will be calculated if not supplied)
PGP signature (.asc): ‘@ No file chosen (optional)
highlighted information is required
Remove? Type Py Version Comment Download Size MDS5 digest
Source source apache-libcloud-0.13.1.tar.bz2 sig 386KB d640426aae6bbce6ed3z24845e4dafl7
Source source apache-libcloud-0.13.1.tar.gz sig 491KB 16473f2fd7f4f5aa6id1342aef218a76f
Source source apache-libcloud-0.13.1.zip sig 882KB 3a0e60af942e30b27122c2b59612c33b

Remove
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8. Verifying the release artifact check sums

To verify that nothing went wrong doing the release process, run the . /dist/verify_checksums. sh script.

This script downloads the release artifacts from the Apache and PyPi server and makes sure that the MDS5 check sums
of the both files match.

Usage:

’./dist/verify_checksums.sh <version>

For example

’./dist/verify_checksums.sh apache-1libcloud-0.13.2

9. Updating doap_libcloud.rdf, __init__.py

Add information about the new release to the doap_libcloud. rdf file in the root of the main code repository.

Update ___version__ attribute in 1ibcloud/__init.py__ file and indicate we are now working on a new
release by incrementing a number and adding dev suffix. For example, if version 2.2 .1 has been released you
would change it from:

’__version__ = '2.2.1"

To:

’__version__ = '2.2.2dev'

10. Updating website

Check out the website using SVN: svn co https://svn.apache.org/repos/asf/libcloud/site/
trunk

e Update the front page (source/index.html file)
» Update “Downloads” page (source/downloads .md file)
¢ Add a blog entry in the _posts directory.

Build the site locally and make sure everything is correct. Check the README . md file.

11. Sending announcements

* Send a release announcement to {dev,users}@libcloud.apache.org. If it’s a major release also send it to an-
nounce @apache.org.

» Send a release announcement to Twitter and Google+

Note: If the release fixes a security vulnerability, you should also send information about a vulnerability to the follow-
ing full disclosure mailing lists:

* full-disclosure @lists.grok.org.uk

* bugtraq@securityfocus.com
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The email you send should also be signed using your GPG key. You can find an example of such announcement on
the following url.

If needed, use Apache URL shortening service - http://s.apache.org/

Mailing list email templates
This section includes email templates which can be used when sending out official communication to the mailing lists.
Release voting thread template

This template should be used when starting a voting thread for a new release.

Subject:

[VOTE] Release Apache Libcloud <version>

Body:

This is a voting thread for Libcloud <version>.
<short description and highlights of this release>
Full changelog can be found at <link to the CHANGES file for this release>.

Release artifacts can be found at <link to your Apache space where a release
artifacts can be found>.

KEYS file can found at https://dist.apache.org/repos/dist/release/libcloud/KEYS
Please test the release and post your votes.

+/-1
[ ] Release Apache Libcloud <version>

Vote will be opened until <date, it should be at minimum today + 3 days> (or longer,
—1if needed) .

Thanks,
<name>

For example:

Subject:

[VOTE] Release Apache Libcloud 0.13.2

Body:

This is a voting thread for Libcloud 0.13.2.

This is another primarily a bug-fix release. Previous release included a fix for the_
—Content-Length bug which didn't fully fix the original issue. It missed out "raw"
—requests which are fixed in this release (LIBCLOUD-396).

[

This bug could manifest itself while uploading a file with some of the storage
—providers.
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Besides this bug fix, it includes a couple of other smaller bug fixes and changes._
—Full change log

can be found at https://git-wip-us.apache.org/repos/asf?p=libcloud.git;a=blob;
—f=CHANGES; h=b7747f777afdeb63bcacf496d1d034f1b3287c31;
—hb=c4b3daae946049652a500a8515929%b4cbfl4acbs

Release artifacts can be found at http://people.apache.org/~tomaz/libcloud/.
Please test the release and post your votes.

+/- 1
[ ] Release Apache Libcloud 0.13.2

Vote will be opened until September 18th, 2013 (or longer, if needed).

Thanks,
Tomaz

Release announcement

This template should be used when sending out a release announcement.

Subject:

[ANNOUNCE] Apache Libcloud 0.13.1 release

Body:

Libcloud is a Python library that abstracts away the differences among
multiple cloud provider APIs. It allows users to manage cloud services
(servers, storage, loadbalancers, DNS) offered by many different providers
through a single, unified and easy to use API.

We are pleased to announce the release of Libcloud <version>!

<short description of the release which should include release highlights>
Full change log can be found at <link to CHANGES file for this release>

Download

Libcloud <version> can be downloaded from http://libcloud.apache.org/downloads.html
or installed using pip:

pip install apache-libcloud

Upgrading

If you have installed Libcloud using pip you can also use it to upgrade it:
pip install --upgrade apache-libcloud

Upgrade notes

A page which describes backward incompatible or semi-incompatible
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changes and how to preserve the old behavior when this is possible
can be found at http://libcloud.apache.org/upgrade—-notes.html.

Documentation
API documentation can be found at http://libcloud.apache.org/apidocs/<version>/.

We also have a new Sphinx documentation which can be found at https://libcloud.apache.
—org/docs/.

Bugs / Issues

If you find any bug or issue, please report it on our issue tracker
<https://issues.apache.org/jira/browse/LIBCLOUD>.

Don't forget to attach an example and / or test which reproduces your problem.
Thanks

Thanks to everyone who contributed and made this release possible! Full list of

people who contributed to this release can be found in the CHANGES file
<link to the changes file for this release>.

For example:

Subject:

[ANNOUNCE] Apache Libcloud 0.13.1 release

Body:

Libcloud is a Python library that abstracts away the differences among
multiple cloud provider APIs. It allows users to manage cloud services
(servers, storage, loadbalancers, DNS) offered by many different providers
through a single, unified and easy to use API.

We are pleased to announce the release of Libcloud 0.13.1!

This is a bug-fix only release. Among some smaller bugs it also fixes
Content-Length regression which broke create and update operations in

the Bluebox Compute and Azure Storage driver (LIBCLOUD-362, LIBCLOUD-3901).
Full change log can be found at <https://git-wip-us.apache.org/repos/asf?p=libcloud.
—~git;a=blob; f=CHANGES; h=ca90c84e296caB82e2206eb86ed7364c588aad503;
—hb=602b6a7a27dca6990a38eb887e1d6615826387d5>

Download

Libcloud 0.13.1 can be downloaded from http://libcloud.apache.org/downloads.html
or installed using pip:

pip install apache-libcloud
Upgrading
If you have installed Libcloud using pip you can also use it to upgrade it:

pip install —--upgrade apache-libcloud

1.3. Committer Guide 57




Apache Libcloud Documentation, Release 0.14.0-dev

Upgrade notes

A page which describes backward incompatible or semi-incompatible
changes and how to preserve the old behavior when this is possible
can be found at http://libcloud.apache.org/upgrade—-notes.html.

Documentation
API documentation can be found at http://libcloud.apache.org/apidocs/0.13.1/.

We also have a new Sphinx documentation which can be found at https://libcloud.apache.
—org/docs/.

Keep in mind though, that this documentation reflects state in trunk which

includes some backward incompatible changes which aren't present in 0.13.1.

All the examples in the documentation which only work with trunk are clearly marked
—with a note.

Bugs / Issues

If you find any bug or issue, please report it on our issue tracker
<https://issues.apache.org/jira/browse/LIBCLOUD>.
Don't forget to attach an example and / or test which reproduces your problem.

Thanks

Thanks to everyone who contributed and made this release possible! Full list of
people who contributed to this release can be found in the CHANGES file
<https://git-wip-us.apache.org/repos/asf?p=libcloud.git; a=blob; f=CHANGES;
—h=ca90c84e296ca82e2206eb86ed7364c588aad503;
—hb=602b6a7a